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About This Guide

Use this guide to learn more about, configure, and monitor EVPN-VXLAN, EVPN-MPLS, EVPN-VPWS,
EVPN-ETREE, PBB-EVPN, and Static VXLAN on Juniper Network devices.
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CHAPTER 1

Configuring Interfaces

IN THIS CHAPTER

VLAN ID Ranges and Lists in an EVPN Environment | 2

VLAN ID Ranges and Lists in an EVPN Environment

IN THIS SECTION

Understanding VLAN ID Ranges and Lists in an EVPN Environment | 2

Configuring VLAN ID Lists and Ranges in an EVPN Environment | 5

You can specify VLAN ID lists and ranges in a service provider style of interface configuration that is
referenced in an Ethernet VPN (EVPN) routing instance (a routing instance of type evpn). For more
information, see the following topics:

Understanding VLAN ID Ranges and Lists in an EVPN Environment

IN THIS SECTION

Benefits of VLAN ID Range and List Support | 3
VLAN Bundle Service | 4
Sample VLAN ID Range and List Configuration | 4

Caveats and Limitations | 5



The service provider style of interface configuration enables you to customize Ethernet-based services
at the logical interface level. Service providers typically have multiple customers connected to the same
physical interface or aggregated Ethernet interface. Using the service provider style, you can configure
multiple logical interfaces on the physical interface or aggregated Ethernet interface and associate each
unit with a different VLAN.

Starting in Junos OS Release 19.2R1, you can specify VLAN ID lists and ranges in a service provider
style interface configuration that is referenced in an Ethernet VPN (EVPN) routing instance (a routing
instance of type evpn). This configuration is supported with the following EVPN environments, services,
and features:

e Environments:
e EVPN with Virtual Extensible LAN (VXLAN) encapsulation
e EVPN with MPLS encapsulation
e VLAN bundle service:
e E-LAN
e E-Tree
e E-Line
e Features:
e EVPN multihoming
o All-active
e Single-active

¢ Single homing

Benefits of VLAN ID Range and List Support

Without the support of VLAN ID ranges and lists, you must configure a dedicated logical interface for
each VLAN. VLAN ID range and list support enables you to associate multiple VLANs with a single
logical interface. which reduces the overall number of logical interfaces needed. Using fewer logical
interfaces provides these benefits:

e Reduces the amount of configuration time
e Reduces the amount of memory consumed

e Reduces the impact to system performance



VLAN Bundle Service

The VLAN bundle service supports the mapping of multiple broadcast domains (VLANS) to a single
bridge domain (MAC learning domain). You can associate multiple VLANs with a single EVPN routing
instance. As a result, these broadcast domains (VLANSs) share the same MAC table in the EVPN routing
instance, thereby reducing the utilization of resources—for example, the number of MAC tables, MAC
routes, and labels.

Sample VLAN ID Range and List Configuration

The following sample configuration shows a service provider style interface (interface xe-1/0/0 and
logical interfaces xe-1/0/0.0 and xe-1/0/0.1) that is configured on a Juniper Networks device in an
EVPN-VXLAN topology. The sample configuration also shows the EVPN routing instance (EVPN-
VXLAN-3) in which logical interfaces xe-1/0/0.0 and xe-1/0/0.1 are referenced.

interfaces {
xe-1/0/0 {
unit @ {
encapsulation vlan-bridge;
vlan-id-range 100-102;
family bridge;

}

unit 1 {
encapsulation vlan-bridge;
vlan-id-list [ 200-203 213 248 1;
family bridge;

}

routing-instances {
EVPN-VXLAN-3 {
description "EVPN-VXLAN Vlan Bundle service";
instance-type evpn;
vtep-source-interface 100.0;
interface xe-1/0/0.0;
interface xe-1/0/0.1;
route-distinguisher 10.255.235.35:200;
vrf-target target:123:123;
protocols {
evpn {

encapsulation vxlan;



}

vxlan {
vni 551;
encapsulate-inner-vlan;

decapsulate-accept-inner-vlan;

In this configuration, logical interface xe-1/0/0.0 includes a VLAN ID range and logical interface
xe-1/0/0.1 includes a VLAN ID list, which is composed of a VLAN ID range and individual VLAN IDs.
EVPN routing instance EVPN-VXLAN-3 references both logical interfaces.

Caveats and Limitations

When specifying VLAN ID ranges and lists in a service provider style interface configuration in an EVPN
environment, keep these caveats and limitations in mind:

e When specifying a range in either a VLAN ID range or list, you must use an ascending range—for
example, 100-102. If you specify a descending range—for example, 102-100—the system considers
the range to be invalid, and a commit error occurs.

Configuring VLAN ID Lists and Ranges in an EVPN Environment

Starting in Junos OS Release 19.2R1, you can specify VLAN ID lists and ranges in a service provider
style of interface configuration that is referenced in an Ethernet VPN (EVPN) routing instance (a routing

instance of type evpn).

This feature enables you to associate multiple VLANSs with a single logical interface, thereby freeing you
from having to configure a dedicated logical interface for each VLAN.

This feature works with the VLAN bundle service.

This procedure shows you how to specify multiple VLANs using VLAN ID ranges and lists in a service
provider style interface configuration and to associate the interface with an EVPN routing instance.

The sample configurations that follow the procedure provide more comprehensive configurations of
service provider style interfaces in an EVPN environment.



1. Configure the physical interface or aggregated Ethernet interface with the encapsulation type of
flexible Ethernet services, which enables you to specify Ethernet encapsulations at the logical
interface level.

[edit]
user@switch# set interfaces interface-name encapsulation flexible-ethernet-services
2. Configure a service provider style logical interface.

a. Specify the encapsulation type of vlan-bridge to enable bridging on the logical interface:

[edit]
user@switch# set interfaces interface-name unit logical-unit-number encapsulation vlan-
bridge

b. Associate the logical interface with multiple VLANs using either a VLAN ID range or list:

[edit]
user@switch# set interfaces interface-name unit logical-unit-number vlan-id-range vlan-idA-
vlan-idB

OR

[edit]
user@switch# set interfaces interface-name unit logical-unit-number vlan-id-list [ vlan-
id7 vlan-id2 vlan-idA-vlan-idB ...]

3. Repeat Step 2 for each additional service provider style logical interface that you need to configure.

4. Create an EVPN routing instance.

a. Specify that the routing instance is of type evpn or other supported instance type for EVPN
instances. For example:

[edit]

user@switch# set routing-instances routing-instance-name instance-type evpn



b. Associate the logical interfaces that you configured earlier with the EVPN routing instance.

[edit]
user@switch# set routing-instances routing-instance-name interface interface-name.logical-

unit-number

Sample Configuration: Multiple Logical Interfaces

This sample configuration shows aggregated Ethernet interface ae0, which is divided into logical
interfaces ae0.100 and ae0.150. Logical interface ae0.100 is associated with VLANs ranging from 100
through 102. Logical interface ae0.150 is associated with a list of VLANSs, which includes 150 through
152, 200, 213, and 248. EVPN routing instance EVPN-1 references both logical interfaces.

interfaces {
aed {

flexible-vlan-tagging;

encapsulation flexible-ethernet-services;

unit 100 {
encapsulation vlan-bridge;
vlan-id-range 100-102;
family bridge;

}

unit 150 {
encapsulation vlan-bridge;
vlan-id-list [ 150-152 200 213 248 1,
family bridge;

}

routing-instances {
EVPN-1 {

instance-type evpn;
interface ae0.100;
interface ae0.150;
route-distinguisher 192.160.0.1:111;
vrf-target target:65000:111;
protocols {

evpn;



Sample Configuration: Single Logical Interface

This sample configuration is similar to the multiple logical interface sample configuration except that
aggregated Ethernet interface aeO includes only one logical interface (ae0.150) with which all VLANs
(100 through 102, 150 through 152, 200, 213, and 248) are associated. EVPN routing instance EVPN-1
references logical interface ae0.150.

interfaces {
aed {

flexible-vlan-tagging;

encapsulation flexible-ethernet-services;

unit 150 {
encapsulation vlan-bridge;
vlan-id-list [ 100-102 150-152 200 213 248 ],
family bridge;

routing-instances {
EVPN-1 {
instance-type evpn;
interface ae0.150;
route-distinguisher 192.160.0.1:111;
vrf-target target:65000:111;
protocols {

evpn;

Sample Configuration: E-Tree

This sample E-Tree configuration is similar to the other sample configurations except for some
information specific to E-Tree use (for example, specifying each logical interface as either root or leaf,
and enabling the EVPN-ETREE service).

interfaces {
aed {



flexible-vlan-tagging;

encapsulation flexible-ethernet-services;
unit 100 {

encapsulation vlan-bridge;

vlan-id-range 100-102;

family bridge;

etree-ac-role leaf;

}

unit 200 {
encapsulation vlan-bridge;
vlan-id-list [ 200 213 248 1I;
family bridge;
etree-ac-role root;

}

routing-instances {
ETREE-1 {
instance-type evpn;
interface ae0.100;
interface ae0.200;
route-distinguisher 192.160.0.1:111;
vrf-target target:65000:111;
protocols {
evpn {
evpn-etree;

Change History Table

Feature support is determined by the platform and release you are using. Use Feature Explorer to
determine if a feature is supported on your platform.

Release = Description

19.2R1 Starting in Junos OS Release 19.2R1, you can specify VLAN ID lists and ranges in a service provider style
interface configuration that is referenced in an Ethernet VPN (EVPN) routing instance (a routing instance
of type evpn).


https://apps.juniper.net/feature-explorer/

RELATED DOCUMENTATION

Flexible Ethernet Services Encapsulation
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MAC Address Features with EVPN Networks
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Overview of MAC Mobility

MAC mobility describes the scenario where a host moves from one Ethernet segment to another
segment in the EVPN network. Provider Edge (PE) devices discover the host MAC address from its local
interfaces or from remote PE devices. When a PE device learns of a new local MAC address, it sends a
MAC advertisement route message to other devices in the network. During this time, there are two
advertised routes and the PE devices in the EVPN network must decide which of the MAC
advertisement messages to use.

To determine the correct MAC address location, PE devices use the MAC mobility extended community
field, as defined in RFC 7432, in the MAC advertisement route message. The MAC mobility extended
community includes a static flag and a sequence number. The static flag identifies pinned MAC
addresses that should not be relocated. The sequence number identifies newer MAC advertisement
messages. Starting at 0, the sequence number is incremented for every MAC address mobility event. PE
devices running Junos OS apply the following precedence order in determining the MAC advertisement
route to use:

1. Advertisement routes with a local pinned MAC address (static MAC address).
2. Advertisement routes with a remote pinned MAC address (static MAC address).

3. Advertisement routes with a higher sequence number.



NOTE: When there are two advertisement route messages for pinned MAC addresses
with different routes or two advertisement route messages with the same sequence
number, the local device chooses the advertisement route message from the PE device
with the lower IP address.

Figure 1 on page 12 illustrates a network where a MAC address is relocated from PE1 to PE2. Before
the move, a MAC advertisement route message sent by PE1 has the active route for all PE devices in the
network. After the relocation, PE2 learns of the new local MAC address and sends an updated MAC
advertisement route message. Table 1 on page 12 lists the action taken by each PE device based on the
two MAC advertisements. The PE device generates a syslog message when it encounters conflicts with
a pinned MAC address.

@

NOTE: Table 1 on page 12 includes use cases with pinned MAC addresses. These use
cases do not apply to PE devices that do not support MAC pinning. To determine
whether or not MAC pinning is supported by a particular Juniper Networks device or
Junos OS release, see Feature Explorer.

Figure 1: MAC Mobility in an EVPN Network
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Table 1: MAC Advertisement Routes on PE Devices

MAC Advertisement PE1 PE2 PE3

PE1: MAC address with a | Install the remote MAC Advertise the local MAC Install the remote MAC

sequence number (n).

PE2: MAC address with
the sequence number

incremented by one (n+1).

advertisement route from
PE2 because it has a
higher sequence number
(n+1).

route because it has a
higher sequence number
(n+1).

advertisement route from
PE2 because it has a
higher sequence number
(n+1).


https://apps.juniper.net/feature-explorer/

Table 1: MAC Advertisement Routes on PE Devices (Continued)

MAC Advertisement

PE1: MAC address with a
sequence number (n).

PE2: MAC address with
the same sequence
number (n).

PE1: Pinned MAC address
with the static bit set.

PE2: MAC address and a
sequence number (n).

PE1: MAC address with a
sequence number (n).

PE2: Pinned MAC address
with the static bit set.

PE1: Pinned MAC address
with static bit set.

PE2: Pinned MAC address
with static bit set.

PE1

Advertise the local MAC
route because PE1 has
the lower IP address
(10.0.0.2).

Advertise the local MAC
route because it is a
pinned MAC address.

Generate a syslog
message.

Install the remote the
MAC advertisement route
from PE2 because it is a
pinned MAC address.

Advertise the local MAC
route because it is a local
pinned MAC address.

Generate a syslog
message.

PE2

Install the remote MAC
advertisement route from
PE1 because PE1 has the
lower IP address
(10.0.0.12).

Install the remote MAC
advertisement route from
PE1 because it is a pinned
MAC address.

Advertise local MAC
route because it is a
pinned MAC address.

Generate a syslog
message.

Advertise the local MAC
route because it is a local
pinned MAC address.

Generate a syslog
message.

PE3

Use the MAC
advertisement route from
PE1 because PE1 has the
lower IP address
(10.0.0.1).

Use the MAC
advertisement route from
PE1 because it is a pinned
MAC address.

Generate a syslog
message.

Install the remote MAC
advertisement route from
PE2 because it is a pinned
MAC address.

Use the MAC
advertisement route from
PE1 because PE1 has the
lower IP address
(10.0.0.1).

Generate a syslog
message.

Junos supports MAC mobility automatically by default. To disable MAC mobility, use the set protocols

evpn mac-mobility no-sequence-numbers statement.

EVPN MAC Pinning Overview | 20

clear evpn duplicate-mac-suppression



‘ duplicate-mac-detection

Changing Duplicate MAC Address Detection Settings

When a host is physically moved or when a host is reconfigured on a different Ethernet segment, the PE
device sends an updated MAC advertisement route to other PE devices to update their route table. If
there is a misconfiguration in the network, MAC advertisement messages oscillate between the different
routes causing MAC address flapping. This makes the network more vulnerable and wastes network
resources. Junos supports MAC mobility automatically by default. To disable MAC mobility, use the set

protocols evpn mac-mobility no-sequence-numbers statement.

Junos OS also automatically detects and suppresses duplicate MAC addresses. Optionally, you can also
configure the length of time that the duplicate MAC address is suppressed. When the PE device
encounters duplicate MAC addresses, Junos OS generates a syslog message.

To change the duplicate MAC address detection settings , include the duplicate-mac-detection statement at
either the [edit routing-instances routing-instance-name protocols] hierarchy level or the[edit logical-systems

logical-system-name routing-instances routing-instance-name protocols] hierarchy level:

evpn
duplicate-mac-detection {
detection-threshold detection-threshold,
detection-window seconds;

auto-recovery-time minutes;

You can modify the following options under the duplicate-mac-detection statement:

e detection-window—The time interval used in detecting a duplicate MAC address. The value can be from
5 through 600 seconds. The default is 180 seconds

e detection-threshold—The number of MAC mobility events that are detected for a given MAC address
within the detection-window before it is identified as a duplicate MAC address. Once the detection
threshold is reached, updates for the MAC address are suppressed. The value can be from 2 through
20. The default is 5.

e auto-recovery-time—(Optional) The length of time a device suppresses a duplicate MAC address. At the
end of this duration, MAC address updates will resume. The value can be from 1 through 360
minutes. If a value is not specified, then the MAC address continues to be suppressed.



@ NOTE: To ensure that the mobility advertisements have sufficient time to age out, set an
auto-recovery-time greater than the detection-window

To manually clear the suppression of duplicate MAC addresses, use the clear evpn duplicate-mac-suppression
command.

To view MAC duplicate addresses in the EVPN MAC database, use the show evpn database command. The
following example displays a sample output. The output fields related to duplicate MAC detections are
State, Mobility history, and MAC advertisement route status:

user@E1> show evpn database mac-address 00:00:00:00:00:02

extensive
Instance: ALPHA
VLAN ID: 100, MAC address: 00:00:00:00:00:02

State: Ox1 <Duplicate-Detected>
Mobility history

Mobility event time Type Source Seq num
Aug 03 17:22:28.585619 Local ge-0/0/2.0 31
Aug 03 17:22:30.307198 Remote 10.255.0.3 32
Aug 03 17:22:37.611786 Local ge-0/0/2.0 33
Aug 03 17:22:39.289357 Remote 10.255.0.3 34
Aug 03 17:22:45.609449 Local ge-0/0/2.0 35

Source: ge-0/0/2.0, Rank: 1, Status: Active
Mobility sequence number: 35 (minimum origin address 10.255.0.2)
Timestamp: Aug 03 17:22:44 (0x5983be54)
State: <Local-MAC-Only Local-To-Remote-Adv-Allowed>
MAC advertisement route status: Not created (duplicate MAC suppression)
IP address: 10.0.0.2
Source: 10.255.0.3, Rank: 2, Status: Inactive
MAC label: 300176
Mobility sequence number: 34 (minimum origin address 10.255.0.3)
Timestamp: Aug 03 17:22:39 (0x5983be4f)
State: <>
MAC advertisement route status: Not created (inactive source)
IP address: 10.0.0.3



clear evpn duplicate-mac-suppression

duplicate-mac-detection

Configuring Loop Detection for Duplicate MAC Addresses

IN THIS SECTION

Understanding Duplicate MAC Address Loop Detection | 16

Sample Configurations | 19

Understanding Duplicate MAC Address Loop Detection

@ NoTE:

duplicate-mac-detection

You can use duplicate MAC address loop detection to detect and resolve loops within the same
broadcast domain in an EVPN fabric or between EVPN fabrics. A loop can occur when there is a
backdoor path between two provider edge (PE) devices. Because of the backdoor path, PEs could
forward a frame back and forth continuously.

There are two types of loops: local and global. A local loop occurs when there is a backdoor path within
the same physical interface or between two attachment circuits (ACs) in the same network virtual
interface (NVE). A backdoor path can occur when there is a Layer 2 connection between NVEs within an
EVPN instance (EVI).



Figure 2: Backdoor Link in an EVPN Fabric
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A global loop occurs when there is a backdoor link between two ACs in the same EVI, but the EVIs are
located in different NVEs.
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Figure 3: Backdoor Link Between Two EVPN Fabrics
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We have enhanced duplicate MAC detection to detect and resolve loops. You can resolve the loops by
either blocking duplicate MAC addresses or shutting down the local interfaces associated with the
duplicate MAC addresses. For duplicate MAC resolution to work, you also need to configure duplicate
MAC address detection.

When a MAC address is marked as a duplicate MAC address, a PE device drops any packet that has a
source address or destination address of the duplicate MAC address. Optionally, instead of dropping
packets, you could configure a PE device to bring down the attachment circuit on which the frame was
last seen.

To block duplicate MAC addresses and shut down their associated local interfaces, enable the action
<block | shutdown> statement at the [edit routing-instances name protocols evpn duplicate-mac-detection]
hierarchy. To track local MAC address mobility movements, enable the include-local-moves statement at

the [edit routing-instances name protocols evpn duplicate-mac-detection] hierarchy.
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Sample Configurations

Blocking Duplicate MAC Addresses

Here is a sample configuration that shows you how to block duplicate MAC addresses.

set routing-instances rtt1 protocols evpn duplicate-mac-detection detection-threshold 3
set routing-instances rtt1 protocols evpn duplicate-mac-detection detection-window 5
set routing-instances rtt1 protocols evpn duplicate-mac-detection auto-recovery-time 10
set routing-instances rtt1 protocols evpn duplicate-mac-detection action block

set routing-instances rtt1 protocols evpn duplicate-mac-detection include-local-moves

Shutting Down Local Interfaces

Here is a sample configuration that shows you how to shut down the local interfaces that are associated
with the duplicate MAC addresses.

set routing-instances rtt1 protocols evpn duplicate-mac-detection detection-threshold 3
set routing-instances rtt1 protocols evpn duplicate-mac-detection detection-window 5
set routing-instances rtt1 protocols evpn duplicate-mac-detection action shutdown

set interfaces et-0/0/0 unit @ family ethernet-switching recovery-timeout 10

Manually Clearing Duplicate MAC Addresses

To manually clear the duplicate MAC addresses, issue the clear evpn duplicate-mac-suppression command.

You can also clear duplicate MAC addresses individually or per Layer 2 domain by issuing the clear evpn

duplicate-mac-suppression 12-domain-id or clear evpn duplicate-mac-suppression mac-address commands.

Manually Recovering Interfaces that were Shut Down

To manually recover the interface that was shut down, issue the clear ethernet-switching recovery-timeout
command.

duplicate-mac-detection



EVPN MAC Pinning Overview

Starting in Release 16.2, Junos OS enables MAC address pinning for Ethernet VPN (EVPN), including
customer edge (CE) interfaces and EVPN over MPLS core interfaces, in both all-active mode or active-
standby mode.

When you configure an interface with MAC pinning, the [2ald process adds an 8-octet extension to the
address (which implements aspects of Section 7.7 of RFC-7432: MAC Mobility Extended Community).
The low-order bit in the flag octet of this structure is the Sticky/static flag. Configuring MAC pinning
sets the flag to 1 and designates the address is static.

If you configure MAC pinning on a CE interface, that MAC address cannot be moved to any other CE
interface. Similarly, if you configure MAC pinning on an MPLS core interface on a PE device, that MAC
address cannot be moved to a different interface on the MPLS core.

CE devices advertise MAC pinned addresses through the 12ald process to remote PE devices. When a PE
device learns a MAC-pinned interface address from a CE device, the PE device synchronizes the address,
through the control plane, with remote peer PE devices in the EVPN network. Thereafter, if the PE
device receives traffic, or an advertised route, from any CE device in the EVPN network that bears the
same source MAC address, the receiving device drops the traffic.

A PE device that learns a MAC pinned address via its control plane prefers that address over an address
bearing the identical MAC address that is learned from a remote peer PE device, or locally by way of its
[2ald from a CE interface.

Before the introduction of MAC address pinning for EVPN, a MAC address on a remote PE device that
was learned locally could be aged out. For EVPN MAC pinning, a pinned MAC address does not age out
on the remote P