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Al Native Operations Overview

SUMMARY IN THIS SECTION

This topic introduces the benefits of the Al Native What Is AlOps? | 2

Operations features in your Juniper Mist™ portal. 10-Minute Troubleshooting Video
Demo | 2

Dashboards | 3
Marvis | 3

If your job involves troubleshooting problems, investigating user complaints, or tracking network
performance, you'll find that all these tasks become easier with the Al-native operations (AlOps)
features in your Juniper Mist portal.

AlOps is embedded into Juniper Mist, enabling your IT operations team to stay on top of and manage all
the complexity of your distributed networks. Mist Al applies big data, analytics, and machine learning
capabilities to intelligently sift through network information to pinpoint events and recognize patterns
that indicate potential issues. Mist Al can also diagnose the root cause of an issue and recommend
action.

Use these features to shorten your troubleshooting time and identify proactive actions to improve user

experiences. No more guessing about the scope of an incident. No more needle-in-a-haystack searches

through log files to identify root causes. No more struggling to reproduce issues so that you can capture
packets.

What Is AlOps?

10-Minute Troubleshooting Video Demo

In this demo, you see how you can use the Monitor page, Marvis actions, and the Marvis query language
for troubleshooting.


https://www.youtube.com/watch?v=HT6QLrJXjB8

Dashboards

With the Juniper Mist dashboards, you'll see:

e Success/failure indicators that you can interpret at a glance

e Visualizations that show exactly when and where an issue originated
e Packet captures for every incident

e Root-cause analysis

And even better, you can discover many issues before they create an impact. Use the Service Level
Expectations (SLE) dashboards to quickly spot conditions that don’t meet your expectations. Take action
before incidents occur.

Marvis

If you have a Marvis Virtual Network Assistant subscription, you also get:

e Al-recommended actions to improve network performance and user experiences
e Conversational support with issue identification and troubleshooting

e Robust query language for more structured inquiries

e Proactive identification of potential issues

All YouTube Videos for Juniper Networks


https://mist.wistia.com/embed/iframe/q5o1ljivjz
https://www.youtube.com/user/JuniperNetworks/videos

Explainable Al

SUMMARY IN THIS SECTION

Get familiar with the Al technology behind the Al Technology and Juniper Mist | 4

Juniper Mist™ features. Natural Language Processing | 4

Mutual Information and Juniper Mist SLE
Metrics | 5

Reinforcement Learning and Juniper Mist
Radio Resource Management | 5

Decision Trees and Issue Detection | 6

Al Technology and Juniper Mist

Here's a quick introduction to the Al technology that powers Juniper Mist.

Key concepts:

Mutual Information

Decision Tree

LSTM (Long Short-Term Memory) Networks

Reinforcement Learning

Natural Language Processing

Natural Language Processing (NLP) supports your human language engagements with Marvis (the Al
engine). It helps Marvis understand you when you're asking about network health, troubleshooting, or
corrective actions.


https://www.youtube.com/watch?v=xdnLLG13wo4
https://www.youtube.com/watch?v=aS4rlxX8qc0

Key concepts:

e NLP

e AlOps (Al for IT Operations)
o Tokenization

e Featurization

e Sentence Encoded Vectors
e Embedding Models

o Transfer Learning

Mutual Information and Juniper Mist SLE Metrics

Mutual Information helps identify network features with the most impact on your Service Level
Expectations (SLEs).

Key concepts:
e Mutual Information
e Pearson Correlation

e Entropy

Reinforcement Learning and Juniper Mist Radio Resource Management

Reinforcement Learning optimizes RF (Radio Frequency) intelligently and dynamically in real time. As a
result, you'll get the best possible Wi-Fi coverage, capacity, and connectivity. This approach far
surpasses the performance you'd see from manual settings or traditional fixed algorithms. Even better,
it's totally customized for each site.

Key concepts:

¢ Reinforcement Learning


https://www.youtube.com/watch?v=3b10iODfytg
https://www.youtube.com/watch?v=dLgIB-iPIeo

e Value Function

e Future Rewards

Decision Trees and Issue Detection

Decision Trees are a form of supervised learning. They pinpoint common network issues like faulty
cables, access point and switch health issues, and wireless coverage.

Key concepts:

Decision Trees

e Random Forest

e Gradient Boosting
e XGBoost

e Gini Impurity

e Information Gain

[ ]
Requirements
SUMMARY IN THIS SECTION
Your access depends on your role in the Juniper User Role | 6

Mist™ portal and the subscriptions that you've
activated for your organization.

Subscriptions | 7

User Role

The following user roles can access monitoring information in the Juniper Mist portal:


https://www.youtube.com/watch?v=z2CUbGbeRwo

e Super User

o Network Admin
e Observer

o Helpdesk

e Super Observer

@ NOTE: For information about configuring user roles, see the Juniper Mist Management
Guide.

Subscriptions

Your subscriptions determine the features that are available to you in the Juniper Mist portal.
e Base Subscription—With the base subscription, you can:

e View Al-native insights and easy-to-interpret graphs for site events, client events, AP events, and
more.

e Configure alerts to get notified when events happen in your Juniper Mist organization.

e With a subscription for Wireless Assurance, Wired Assurance, or WAN Assurance, you can
monitor service levels and investigate issues impacting user experiences.

e Marvis Virtual Network Assistant Subscription—With a Marvis Virtual Network Assistant
subscription, you can:

Chat with your conversational network assistant to ask questions and troubleshoot issues.
e Submit structured queries using Marvis Query Language.

e View the Marvis Actions page, which identifies issues, presents a root cause analysis, and
recommends actions.

e Use the Marvis Windows and Android client.

¢ Integrate Juniper Mist with apps such as Microsoft Teams, Zoom, and more.

Requirements | 6


https://www.juniper.net/documentation/us/en/software/mist/mist-management/index.html
https://www.juniper.net/documentation/us/en/software/mist/mist-management/index.html
https://www.juniper.net/us/en/products/cloud-services/virtual-network-assistant.html

AlOps in Action

SUMMARY IN THIS SECTION
Watch an ops engineer troubleshoot issues by using Scenario 1: Troubleshooting with Marvis
the Marvis conversational assistant and Service Level Queries | 8

Expectations (SLEs). View technical details, audit Scenario 2: Troubleshooting with Service

logs, and packet captures. Level Expectations (SLEs) | 9

Scenario 1: Troubleshooting with Marvis Queries

In this scenario, Francois uses Marvis queries for help with troubleshooting.

e Often, you can get the information you need with only a basic query.

e Optionally, you can make a few extra clicks to view more details.

o If more questions come to mind while you're troubleshooting, you can refine the query.

¢ If you want more technical information, you can easily navigate to other Juniper Mist pages to
investigate further.

Entering a Basic Query

To get started, Francois enters a basic query. Marvis provides fact-based, action-oriented answers in
plain English. Francois quickly gets the insights that he needs to address the issue.

Viewing More Details

Continuing this scenario, Francois clicks the Investigate button to learn more.


https://mist.wistia.com/embed/iframe/ghwccydog1
https://mist.wistia.com/embed/iframe/c6hkxhtwq5

Refining Your Query

Francois refines the query to focus on a specific timeframe.

Investigating Further

Now Francois is curious to see more technical information. He easily navigates to other Juniper Mist
pages to investigate client events, WAN edge performance, audit logs, and more.

Scenario 2: Troubleshooting with Service Level Expectations (SLEs)

In this scenario, Francois uses Service Level Expectations (SLEs) to get a quick snapshot of all issues
affecting user experience and to explore the root causes.

e Use the SLE dashboard to see how your organization is performing against various success factors.
View the Root Cause Analysis for current issues.

e Go to the Client Events page for deeper insights. Download a dynamic packet capture to learn more.

e Investigate further by viewing the technical details for network devices and by checking the audit
logs.

Viewing the SLEs and Root Cause Analysis

Francois gets started by going to the SLE dashboard and viewing the Root Cause Analysis for current
issues.

Getting Deeper Insights

Now Francois wants to see technical information about client events. Here, he also sees that a dynamic
packet capture is available to download.


https://mist.wistia.com/embed/iframe/v4zxi4jg93
https://mist.wistia.com/embed/iframe/ms54fgp9s0
https://mist.wistia.com/embed/iframe/3i64gaziy7
https://mist.wistia.com/embed/iframe/vgy97c90uy

Using Dynamic Packet Captures

Francois opens the packet capture in Wireshark and analyzes the data.

Investigating Further

Francois views technical details for the DHCP server (the WAN Edge) and explores the audit logs.

Explore Further

SUMMARY

Explore additional information to understand the full scope of features available to you through the
Monitor and Marvis menus in the Juniper Mist™ portal.

e Service Levels—To get started with Service Levels, see:
o '"Insights Overview" on page 12
e "Service-Level Expectations (SLE)" on page 68
o Alerts—To get started with Alerts, see: "Alerts Overview" on page 126

e Marvis—To get started with Marvis, see: "Marvis Virtual Network Assistant Overview" on page 155


https://mist.wistia.com/embed/iframe/t239nxft1i
https://mist.wistia.com/embed/iframe/qjid5kq5r5
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Insights Overview

SUMMARY IN THIS SECTION
Get familiar with the major features of the Insights Insights Telemetry and Events | 13
page.

The Mist Insights page provides a quick overview into your clients' network experience for anywhere in
the stack, be it the Wireless, Wired, or WAN network. From there, double-click whatever parameters or
events that interest you to get statistical insights into the health of your network or to identify and
troubleshoot issues.

To open the page, select Monitor > Service Levels from the left menu and then click the Insights button
at the top of the Monitor page. (Click Classic View if you don't want the Full Stack design, or if you
experience any numerical discrepancies in the data as presented.)

Figure 1: Mist Insights for the Full Stack

13 Access Points 10 switches 2 WANEdges 14

by h h 2 Wi-Fi Clients

Clients
Wireless Clients 13
Wired Clients 53

12:00 AM May 8 - 8:21 PM May 15 (drag an area of intere:

5:00 PM - 6:00 PM May 10

|73 1 101 3 1

5:00 PM - 6:00 PM May 10

You can view data for a given site using the map view, by device using a floorplan, or by time using the
timeline. For example, under AP Insights you can get details about network traffic, client session and
connection trends, post client connection metrics, as well as traffic volume and type transiting all or
selected APs.

The time-based analysis is especially useful. You can view Insights telemetry aggregated by the past 60
minutes, all the way up to the past seven days. Analysis includes overall connection status, client
connection trends, and network traffic patterns. If you need an even longer time-view, Premium



Analytics provides up to three years' data and analysis with a subscription (select Analytics > Premium
Analytics from the Mist menu).

Insights Telemetry and Events

The Insights summary shows the connection status of devices such as access points (APs), switches,
WAN edges, and Wi-Fi clients. It also includes event details for all devices and sites.

Figure 2: Network Events

’ LIVE DEMO Change language (el

12:00 AMJul 10 - 5:30 PM Jul 10

~ ® DHCP Failure 2 Ju
~ ® DHCP Failure 1 jul
~ ® DHCP Failure 1 Jui

bofing detected

EVents  Potential Anomalies @ Site AccessPoint Switch WANEdge MistEdge WiFiClient Wired Client
1-50f 5
CHCR Fatre Start Time Jul 10,2025 9:30:00AM  Entity Type Site
NS Falore End Time Jul10,2025 12:10:00PM  Failure Server 192.168.24.1
Event Name DHCP Falure Top Reason Event Type: DHCP
ARP Failure ine
Event Type DHCP Reason: DHCP Server Did
Not Respond To The
Low Power Unicast DHCP Request
From Client
Missing VLAN Details View More

The Applications view shows the number of clients and the bytes sent and received on the both WAN
and Wireless networks.

Telemetry sources include the following:

e Juniper wired switches

e Edge devices supported by Juniper Mist WAN Assurance

e Juniper Mist Edge device

¢ Time to connect data from wireless clients

e Coverage, roaming, and throughput data from access points

e Throughput data for network applications.



e Dwell time and other location data from Bluetooth Low Energy (BLE) tags

For information about the various sections of the page, see the other topics in this chapter.

Site Insights

SUMMARY IN THIS SECTION
Investigate issues affecting devices, clients, Finding the Site Insights | 14
applications, and servers for your site. Site Events | 14

Site Event Types | 15

Related Events and Information for
Sites | 16

Current Values for Sites | 16

Finding the Site Insights

Go to the "Insights page" on page 12, click the context menu at the top of the page, and then select the
site that you want to view.

Site Events

Site events appear near the top of the Insights page when you've selected a site or an access point as
the context.

Click an event to see a summary on the right side of the page.



Site Events

' MCM_AP_33_Nishant Reboot at 2:56:34 AM on 01/11/2024

AP MCM_AP_33_Nishant Reboot

tart: Jan 11, 2024 2:56 AM | End: Jan 11, 2024 2:57 AM

Resolvec

Other options:

e Click the settings button in the top-right corner of the Site Events section to select an event type. For
more information, see "Site Event Types" on page 15.

e Device Link—For events involving APs, click the AP name to go to the Access Points page.

e Details Link—Click Details to view full event details. The Events page lists the impacted devices and
the contributing events. For certain events, an impact map might be available as well.

Here's an example of the event details page for a DHCP server event.

Site Event Types

To select the events to include, click the settings button at the top-right corner of the Site Events
section.

Site Events

In the Site Filter pop-up window, select or clear the check boxes to show or hide the events based on
their status: Resolved or Acknowledged.
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Related Events and Information for Sites

When you select a site at the top of the Insights page, related events and information also appear. For
help with these sections of the page, go to these topics:

e "Client Events (Wireless Clients)" on page 27

e "Applications" on page 60

e "Meeting Insights Chart" on page 61

e "Network Servers" on page 64

e "Pre-Connection and Post-Connection Charts" on page 65

Current Values for Sites

The Current Values section appears toward the bottom of the Insights page.

Current Values
These values are not affected by the Time Range selection

Current Site Properties

¥ Wireless Coverage ®246GHz O5GHz O6GHz - 01-Office
Properties
Name Live-Demo
Address 1601 5 De Anza Blvd, Cuperting, CA 95014, USA
Country Code us
:;:mp\atetoumry sy Country
Number of Clients
Number of Devices
Bluetooth based ®

Location Services

Current WLANs 21

SSID Access Points Clients ¥ Bytes Band Securi

Live_demo_only all 5 35GB 5GHz, 6GHz

=
i

@ NOTE: The values in this section don't change when you adjust the time range selection
at the top of the page.

When you select a site as the context, this section includes:

e Current Site Properties—Site name, address, number of clients and devices, and status of Bluetooth-
based location services. Also provides a visualization of the wireless coverage at the site. Use the
buttons above the visualization to select the radio band to view.



e Current WLANs—SSID, number of APs and clients, bytes, bands, and security type.

e Access Points—Status (connected, rebooting, disconnected), MAC address, uptime, number of clients,
bytes, LLDP name and port.

e Use the tabs at the top of this section to show all APs or currently connected APs.
e Click the name of an AP to reload the Insights page with the data for that AP.

e Clients—MAC address, IP address, device type, protocol, band, RSSI, SSID, SNR, bytes, and
connected time. Click a hyperlink to reload the Insights page to show only the data for that client.

e Use the tabs at the top of this section to show all clients or connected clients.
e Click the name of a client to reload the Insights page with the data for that client.

e Wired Switches—IP address, number of APs and clients, model, firmware version, and total power
draw.

AP Insights

SUMMARY IN THIS SECTION
Investigate issues affecting access points (APs). Finding the AP Insights | 17
Channels | 18

Related Events and Information for APs | 18

Current Values for APs | 19

Finding the AP Insights

Go to the "Insights page" on page 12, click the site menu at the top of the page, then click Access Point
on the left, and then click the AP that you want to view.



I Channels

These charts show channel utilization for all frequency bands (as applicable to the selected AP). Use the
graphs for the 2.4 GHz, 5 GHz, and 6 GHz frequency bands to view interference sources and to assess
overall channel health.

Channels

¥ 2.4 GHz Utilizations Include unused channels | ¥4 5 GHZ Utilizations Include unused % 6 GHz Utilizations include unused channels

e Use the checkbox above the graph to show or hide the unused channels.

e Hover your mouse pointer over any segment of the chart to show the percent utilized at that point in
time. As shown in this example, the percentage appears on the right side of the chart.

©% 5 GHz Utilizations [ include unused channels

Related Events and Information for APs

When you select an AP at the top of the Insights page, related events and information also appear. For
help with these sections of the page, go to these topics:

e "Client Events (Wireless Clients)" on page 27

e "Site Events" on page 14

e "Applications" on page 60

e "Post-Connection Charts" on page 66

18



Current Values for APs

The Current Values section appears toward the bottom of the Insights page.

Current Values

These values are not affe y the Time Range selection
Current Access Point Properties
Properties Status Ethernet Properties
Location 01- Office Status 0.5

etho
MAC Addi 0:0:0:0:ae23:16fF fef
ress IP Address (vlan1) i
Model eth1 no link
Gateway 10.100.0.1
Version 0.14.29384
Primary DNS
Serial Number
secondary DNS
Capabilities
External IP Address 50.78.97.30
No. Clients
Uptime
Last Seen 27 PM
Clients 12Total 5 cCurrently Connected
Name MAC Address IPv4 Address IPv6 Address Device Type Protocol Band RSsI S5ID SNR Total Bytes %Bytes ¥ Connected Time
L hbarapatre-mbp 109 802.11ax 6GHz  -73dBm  Live_demo_only 20dB  3746MB
ac:67:84:0e:d4:7. Chrome 802.11ac 5 GHz -48 dBm Mist_loT 48dB 59.9 MB
32:fc:c0:d0:b4:49 192.168.2.46 — Unknown 802.11ac 5 GHz -52 dBm Mist_|loT 44dB 984 kB 0.2% 21h 53m

@ NOTE: The values in this section don't change when you adjust the time range selection
at the top of the page.

When you select an AP as the context, this section includes:
e Current Access Point Properties
e Properties—Location, MAC address, model, and more

e Status—Current status (connected, rebooting, disconnected), IP address, gateway, DNS, number
of clients, uptime, and more

e Ethernet Properties—Ethernet details for each port

e Clients—MAC address, IP address, device type, protocol, band, RSSI, SSID, SNR, bytes, and
connected time.

e Use the tabs at the top of this section to show all clients or connected clients.

e Click the name of a client to reload the Insights page with the data for that client.



Organization Insights (BETA)

SUMMARY IN THIS SECTION
Investigate issues affecting sites, devices, clients, Find the Org Insights | 20
tunnels, alerts, events, and firmware for your Mist

Organization Client Experience | 21
organization.

Network Activity Overview | 23

Firmware Overview | 25

Find the Org Insights

Go to the "Insights page" on page 12. By default, the Site Insights page displays. Select the drop-down
menu and select Entire Org. In the top right corner of the page, select Trends.

B weoemo weane 2 o B

i Wireless | Wired | WAN | Application | Location Entire Org v This Week v | [BET Overview | Trends
g

Current Values Top Alerts (44) g
Hello, your organization client experience is:

B Connectivity - DNS failure (Marvis) Sep 291200 AM
Occurred at site Live-Demo

Wireless ) Wired o WAN o
B Connectivity - Authentication failure (Marvis Sep 2912:00 AM
Success 97% success 91% success Occurred atsite Live-Demo
B Connectivity - DHCP failure (Marvis Sep 231200 AM
: : Occurred atsite Live-Demo
There are 8 impacted sites.
B Connectivity - ARP failure (Marvis) Sep 231200 AM
o . Occurred at site Live-Demo
22 Active Sites 50 Devices 3 Mist Edge Tunnels
® Rogue AP detecte Sep287130M
8 14 7 43 3 Occurred atsite Live-Demo
®_Rogue AP derecte 5ep 28501 PM
103 Clients Wireless © wied 43 Devices s © swiches WAN Edge Mist Edge
35 68 16 9 15 3
R} Sep28 Sep28. Sep28 Sep 20 Sep29. Sep20 Sep 20 Sep30 Sep30 Sep 30 3
i e —— T 3
5 Authentications Wireless © wied 15 Tunnels MistEdge. © WaNEdge
0 5 8 12
m A T S s = = ) = ETEs = )
[\
A / \
\_/
JAVR ()
\ _
Py =\ ~

You can select a time frame for which you want to view the data. To do so, select the drop-down menu
at the top of the page and select the desired time frame.



Today - BETA

Last 60 Min ITﬂday

Last 24 Hr Yesterday

Last 7 Days This Week
Custom Date Custom Range

Organization Client Experience

This section displays real-time statistics outlining client experience and impacted sites.

Monitor Wircless | Wired | WAN | Application | Location D Entire Org = Today ~ | [GEfA

Current Values

Hello, your organization client experience is:

Wireless g Wired G WAN ]

Success 86% success 94% success

There are 6 impacted sites.

20 Active Sites 47 Devices 3 Mist Edge Tunnels

6 14 4 43 3

e Overall SLE Health—This displays the overall SLE health across Wireless, Wired, and WAN clients.
The SLE health score is calculated by considering a subset of the most actionable SLEs within each.
There is also a shortcut in each widget you can use to jump to those Insights pages.

o Active Sites—The Active Sites count inidicates the number of sites in service and lists the sites that
have had client activity in the past 7 days. This count also tells you the number of sites in your org
that had client activity in the past 7 days. The breakdown provides you with the number of sites with
optimal (represented in green) or sub-optimal (in red) SLEs for the subset of SLEs in each domain.
This is refreshed every minute minute.

Select the red portion of the bar to bring up the list of Impacted Sites with sub-optimal SLEs. This
displays the impacted SLE and the success percentage.



Impacted Sites

Wireless Wired WAN

Site Impacted SLEs

wan-vsrx-hub AP Health (0%)
wan-srx_hub Successful Connect (0%)
sdwan_toronto Successful Connect (0%)
= |

e Devices—The Devices count provides insight into the total number of active devices (active in the last
14 days) and a further breakdown of connected and disconnected devices at an organization level.

Click the red portion of the bar to open the list of disconnected devices per device category.

Disconnected Devices

7 Access Points 1 MistEdge 0 Switches 0 WAN Edges

1-7of 7

MName Site Name MAC Address

‘Westford-AP1 sdwan_westford d4:20:b0:02:d9:6f
LD_DataScience Live-Demo aB:3a:79:30:19:0f
LD_PLMZ_AP Live-Demo aB:3a:79:30:1b:67
LD_Conf2 Live-Demo aB:f7:.d9:81:77:50
LO_PLM1_AP Live-Demao ac:23:16:fc:05:e6
LD_MHMD Live-Demo d4:20:b0:f1:05:4b
aBf7d982aled sdwan_toronto af:f7:d9:82:a0:ed

o Mist Edge Tunnels—This count provides insight into the total number of tunnels configured for Mist
Edges. If you click the red portion of the bar, the breakdown provides insight into the tunnels that are
configured but currently disconnected.

e Top Alerts—This section displays the alerts with the highest impact, effectively reducing alert fatigue.
The following alert types can be displayed in this list:

e Marvis Action

e AP Loop Detected event

e WAN Edge/Switch DHCP Pool Exhausted
e Critical Switch Port Up/Down

e Critical WAN Edge Port Up/Down



e EVPN Detected Duplicate MAC Address
Top Alerts (6) )

B AP- Offline (Marvis) Sep 11 249 PM

Oceourred at site Live-Demo

@ c ectivity - DNS failure (Marvis) Sep 29 12:00 AM

Occurred at site Live-Demao

Occurred at site Live-Demo

@ cConneciivity - DHCP failure (Marvis) Sep 29 12:00 AM

QOccurred at site Live-Demo

ﬂ tivity - ARP faili larvi 5ep 29 12:00 AM

Occurred at site Live-Demao

Network Activity Overview

These graphs provide high-level insights into network activity. The data visualizations reflect system
status and usage patterns over a selected time period. The graphs are updated via the API and
WebSockets.

e Clients—This graph reflects the most up to date number of clients per wired and wireless assurance.
The numbers are updated every minute via WebSockets. The graph itself displays client connectivity
for wireless and wired users and automatically refreshes every 10 minutes. It may take up to 5
minutes for the graph to indicate a major drop in trends.



99 Clients @

4 AN

5 A

5 Al

@ Wireless

32

BEAM T AM

@ Wired

67

BAM  SAM 1DAM 11AM 12PM 1PM 2ZFM

AFM 4 PM

Sep 16 1:05 PM - 1:10 PM: 90 Clients

Devices—The most up to date number of cloud connected wired, wireless, and WAN devices are
displayed. These numbers are updated every minute through WebSocket, and can take up to 5

minutes before indicating a major drop in trends. The graph itself shows device cloud connectivity for

access points, switches, WAN Edges and Mist Edges. It automatically refreshes every 10 minutes.

45 Devices @

AM 1AM 2 AM 3 AM

@ APs

17

4 AM

5 AM

@ Switches

10

&AM 7AM

© WAN Edge © Mist Edge

15 3

aAM a2AM 10 AM 1AM 12PM 1PM 2PM arM 4 PM

Authentications—The current rate of successful authentication events across wired and wireless
clients are shown. These numbers are updated every minute through WebSockets. The graph itself
shows trends of successful authentication events across wired and wireless clients per 5 minutes per
hour based on the selected time. It automatically refreshes every 10 minutes.

13 Authentications @

AM 1AM 2AM  3AM

38

aAM

5 AM

&AM 7 AM

@ Wireless @ Wired

9 )

B AM aAM 10 AM 11 AM 12PM 1PM 2PM 3PM 4 PM

24



e Alerts—This displays the total number of alerts for the selected time period, including the most up to
date number of Security, Infrastructure, and Marvis alerts. In the graph, you can see what types of
alerts occurred at a specific point in time.

211 Alerts @ @ Security @ Infra Marvis

128 79 4

AT

e Events—This displays the total number of current infrastructure and client events for the selected
time period. The graph is updated via APl and the Ul refreshes every 10 minutes.

156 Events @ Infra @ Client

2 154

Firmware Overview

The firmware section provides a detailed breakdown of device firmware deployments segmented by
device type, firmware version, and hardware model. Network engineers and IT administrators can use
the firmware section to monitor firmware consistency, identify upgrade opportunities, and ensure
optimal performance across wireless infrastructure.

25



Current Values

Firmware Access Points Mist Edges Switches WAN Edges
0.15.33357
; . AP4T 2 ——
0 devices
0.14.29946 Az ‘ _
3 devices AP34 1 —
0.15.33334 AP4S 1 —
3 devices
AP64 1 —

nA147N01E

You can also click on the number in the Device Count column to see a pop-up window which includes
device information such as device name, MAC address, and the Site that the device belongs to.

AP Firmware

1-20f2
Name MAC Address Site
LD_Conf2 04:cd:c0:23:47:6f Live-Demo
LD_Marvis 04:cd:c0:d2:09:b3 Live-Demo
RELATED DOCUMENTATION

‘ Site Insights | 14

Wireless Client Insights

SUMMARY IN THIS SECTION
Investigate issues affecting wireless clients, such as ®  Finding the Wireless Client Insights | 27
cell phones and laptop computers. ®  Client Events | 27

®  Client Event Types | 28

®  Related Events and Information for Wireless

Clients | 31

26



Current Values for Wireless Clients | 31

Finding the Wireless Client Insights

Go to the "Insights page" on page 12, click the site menu at the top of the page, then click Client on the
left, and then click the client that you want to view.

Client Events

Click an event to see a summary on the right side of the page.

Client Events  10Total 7Good 1Neutral 2Bad

AP
MAC Address

Client IP Address
Last Associal tion

BSSID

Rss| 50d8m Description DN Success IP 8.8

SSID Wist_loT Ehenas

@ NOTE: Client Events appear on the Insights page when you select a site, AP, or client as
the context.

Options:
e Use the tabs at the top of this section to show all, good, neutral, or bad events.

e To select the event types to include, click the settings button at the top-right corner of the Client
Events section. For more information, see "Client Event Types" on page 28.

e Links—Click a link to view more information.

e Packet Capture—Juniper APs have a built-in packet buffer. For certain events such as authorization
failures, Juniper Mist keeps the buffer information and makes it available as a dynamic packet
capture. A paperclip icon appears on the event if a capture is available. In the summary, click
Download Packet Capture to save the file. You can then open the file and analyze the details.



Client Event Types

To select the event types to include, click the settings button at the top-right corner of the Client Events

section.

Failure

I Authorization mist2s-m

Client Events  100Total 83Good 14 Neutral 3Bad

mini

Client

mist2s-mac-mini

AP

SaltLakeNet

In the Event Filter pop-up window, select or clear the check boxes to show or hide the events. Click OK

to save your settings.

Event Filter
Y

Event Groups:
Al Events
@ Connectivity Impacting

Fast Roaming

Mist Arcess Assurance (NAC)

Events:
I All Pasitive Events

11r Associal
11r FBT Success

11r Reassociation

1irRoam

B Assoriation

Authentication

Augthorization B Assaciation
#uthorization & Reassociation
Chient Joined call

Chient Left Call

B DHCP Success

DHCPYE Success

DHS5 Suctess

Gateway ARF Success

MAC Auth Success

MAL Qlient Access Allowed

Success

B NACIDP User Lookup Success
M MAL Servar Cartificate
Validaton Success

KL Reassodiation

OKC Roam

B PMKC Assaciation

PMEKC Reassoriation

Portal Auth Surcess

| Portal Redirection In Progress
I B Reassociation

NAL Client Certificate Validation

NAC IDP Authentication Success
NAL IDP Group Laakup Success

Caonnection Setup
@ Roaming Failuras
@ Assoczton Failures

Client Call Events

I @ 4 eutral Everns

| @ 20211 uth Denied
I @ AP Deauthentication

[ 1 Exciude Client inactivicy
J & cliens Deauthentication
I Client Roamed Away
| @ oHcP inform Timed our
| @ pisassadiation

[ 1 Exclude Client Leaving BSS
I @ Local Support Page
I @ Ponal Redirection Processed
I 54 Query Timad Out

Connection Failures
Slow Roaming

@ Captive Portal Access

All Megative Events

11r Auth Failure

11r FBT Failure

11r Key Lookup Fallure
AdrWarch Failure: Not Envolled
ARP Timed Out

Association Fallure

Auithar.
B9 Bad IP Assigned

EBlocked: Paolicy Lookup Fatlure
Blocked: Repeated
Authanization Failure

Blocked: Static DNS Address
Blocked: Static IP Address
Client Disconnected From Call

ilure

DHCP Denied

& DHCP Terminated

DHCF Timed Out

DHCPVG Denied

DHCPvE Terminated

DHCPE Timed Out

DINS Failure

Excessive ARFIng
Gareway ARP TEmeaur
Gateway Spoofing

MAL Auth Fallure

NAC Client Access Denied

BB MAC Client Certificate Expired
NAL Client Certificate validation
Failure

MAC IDF Admin Config Fai
AL 1DP Authentication Failure
MAC IDP Group Leokup Failure
MAC IDF Lookup Failure

NAC IDP Unknown

B NACIDP Unreachable

AL IDF User Lookup Failure
MAC Server Certificate
Valigation Failure

OKC Auth Failure

lure

Portal Auth Failure
Radius DAS Notify
SAE Auth Failure
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Table 1: Client Event Types

Positive Client Events

e 11r Association

e 11r FBT Success

e 11r Reassociation

e 11r Roam

e Association

e Authentication

e Authorization & Association
e Authorization & Reassociation
e C(lient Joined Call

e C(lient Left Call

e DHCP Success

e DHCPv6 Success

e DNS Success

e Gateway ARP Success

e MAC Auth Success

e NAC Client Access Allowed

o NAC Client Certificate
Validation Success

o NAC Machine Certificate
Validation Success

e NAC User Certificate Validation
Success

o NAC CoA Disconnect

Neutral Client Events

802.11 Auth Denied
e AP Deauthentication
e Exclude Client Inactivity
e Client Deauthentication
e Client Roamed Away
e DHCP Inform Timed Out
e Disassociation
e Exclude Client Leaving BSS
e local Support Page
e NAC MDM Device Not Found
e Portal Redirection Processed

e SA Query Timed Out

Negative Client Events

e 11r Auth Failure

e 11r FBT Failure

e 11r Key Lookup Failure

e AirWatch Failure: Not Enrolled
e ARP Timed Out

e Association Failure

e Authorization Failure

e Bad IP Assigned

e Blocked: Policy Lookup Failure

e Blocked: Repeated
Authorization Failure

e Blocked: Static DNS Address
e Blocked: Static IP Address

e Client Disconnected From Call
e DHCP Denied

e DHCP Terminated

e DHCP Timed Out

e DHCPv6 Denied

e DHCPv6 Terminated

e DHCPv6 Timed Out

e DNS Failure

e Excessive ARPing



Positive Client Events

NAC CoA Reauthenticate

NAC IDP Authentication
Success

NAC IDP Group Lookup Success
NAC IDP User Lookup Success
NAC MDM Lookup Success

NAC Server Certificate
Validation Success

OKC Association

OKC Reassociation

OKC Roam

PMKC Association

PMKC Reassociation

Portal Auth Success

Portal Redirection In Progress

Reassociation

Table 1: Client Event Types (Continued)

Neutral Client Events

Negative Client Events

Gateway ARP Timeout
Gateway Spoofing

MAC Auth Failure

NAC Client Access Denied
NAC Client Cert Revoked
NAC Client Certificate Expired

NAC Client Certificate
Validation Failure

NAC Machine Certificate
Expired

NAC Machine Certificate
Revoked

NAC Machine Certificate
Validation Failure

NAC User Certificate Expired
NAC User Certificate Revoked

NAC User Certificate Validation
Failure

NAC IDP Admin Config Failure
NAC IDP Admin Config Failure
NAC IDP Authentication Failure
NAC IDP Group Lookup Failure
NAC IDP Lookup Failure

NAC IDP Unknown



Table 1: Client Event Types (Continued)

Positive Client Events Neutral Client Events Negative Client Events

NAC IDP Unreachable

e NAC IDP User Disabled

e NAC IDP User Lookup Failure
o NAC MDM Lookup Failure

o NAC Server Certificate
Validation Failure

e OKC Auth Failure
e Portal Auth Failure
e Radius DAS Notify

e SAE Auth Failure

Related Events and Information for Wireless Clients

When you select a wireless client at the top of the Insights page, related events and information also
appear. For help with these sections of the page, go to these topics:
e "Applications" on page 60

e "Meeting Insights Charts" on page 61 (including Meeting Details)

e "Pre-Connection and Post-Connection Charts" on page 66

Current Values for Wireless Clients

The Current Values section appears toward the bottom of the Insights page.



Current Values

es are not affected by the Time Range selection

Current Client Properties

Properties Status Association
Location 01 - Office RSS! -50 dBm Access Point. LD _DataScience
MAC Address SNR 2848 WLAN
Hostname - idle Time 9 Protocol go2.11ac
Username - Connected Time 4h7m security WPA2-PSK/CCMP
Role - Last Seen ov 15,2024 3:12:40 PM Channel
Device Type - 1Pv4 Address 92.168.2.16 Band 5GHz
Manufacturer Amazon Technologies Inc. IPV6 Address
SDK Version - VLAN ID
Operating System Linux RX PHY Rate 73.3 Mbps

TX PHY Rate 56 Mbps

RX Bit Rate

TX Bit Rate

@ NOTE: The values in this section don't change when you adjust the time range selection
at the top of the page.

When you select a wireless client as the context, this section includes Current Client Properties:
e Properties—Location, MAC address, hostname, manufacturer, OS, and more
e Status—Details such as RSSI, SNR, idle time, connected time, IP address, RX/TX rates, and more

e Association—Names of the associated AP and WLAN, along with protocol, security type, channel,
and band.

o Click the AP hyperlink to go to the AP details page.

e Click the WLAN hyperlink to go to the WLAN details page.

Switch Insights

SUMMARY IN THIS SECTION

Investigate issues affecting switches. Finding the Switch Insights | 33
Switch Events | 33



Switch Event Types | 33
Table Capacity | 38
Switch Charts | 38

Current Values for Switches | 40

Finding the Switch Insights

Go to the "Insights page" on page 12, click the site menu at the top of the page, then click Switch on the
left, and then click the switch that you want to view.

Switch Events

In the event list, click an event to see a summary on the right side of the page.

Switch Events  42Total 15Good 19Neutral 8Bad | AllEventTypes v All switch ports v
Port Down ge-0/0/22 A

Model EX4100-48MP
Port Up £e-00/22

Text ifindex 538, ifAdminStatus up(1). iFOperStatus down(2), ifName ge-0/0/22
STP Topology
Changed e
Port Down ge-00i22
Port Up 2e-0/0/22
Port Down ge-0/0i22
Port Up ge-0/0i22
Port Down 2e-0/0/36

v

e Use the tabs at the top of this section to show all, good, neutral, or bad events.

e Use the Event Types menu to show all events or select an event type. You can add multiple types,
clicking them one by one. For more information, see "Switch Event Types" on page 33.

e Use the Switch Ports menu to show all ports or select a port.

Switch Event Types

The Event Types options include:



Alarm Chassis FAN

Alarm Chassis Hot

Alarm Chassis Partition

Alarm Chassis PEM

Alarm Chassis POE

Alarm Chassis PSU

Alarm POE Controller Upgrade Available
Assigned

Auth Session Deleted

BFD Session Disconnected

BFD Session Established

BGP Neighbor Down

BGP Neighbor Up

Bounce Port

Chassis Alarm Cleared

Checksum Complete during ZTP
Checksum Error while downloading image via ZTP
Claimed

Config Changed by User

Config Failed

Configuration Applied via ZTP
Configuration Error in Additional CLI
Configured

DDOS Protocol Violation Clear
DDOS Protocol Violation Set

Download Images



Dynamic Port Profile Assigned
EVPN Core Isolated

EVPN Core Isolation Cleared
EVPN Duplicate Mac Detected
FPC Offline

FPC Online

Get Support Files

Get Support Files by User

HTTP error while downloading image via ZTP
Image download via ZTP Complete
Image installation via ZTP failed
Image installation via ZTP in progress
Image Installed

LACP Rx Stale Stats

MAC Limit Exceeded

MAC Limit Reset

Member on Recovery

Non DHCP Client Detected

OSPF Neighbor Adjacency Failed
OSPF Neighbor Down

OSPF Neighbor UP

Overlay BGP Peer State Change
Port BPDU Blocked

Port BPDU Error Cleared

Port Down

Port Storm Control



Port Up

Primary on Recovery

Radius Server Unresponsive
Reassigned

Recovery Snapshot Failed

Recovery Snapshot Not Needed
Recovery Snapshot Requested
Recovery Snapshot Succeeded
Recovery Snapshot Unsupported
Restart by User

Restarted

Retry Install Images

Rogue DHCP Server Detected
Software Connection Failed during ZTP
Starting to download image via ZTP
Storage Cleanup During Upgrade

STP Topology Changed

Switch Connected

Switch DHCP Pool Exhausted

Switch Disconnected

Switch Port Loop Detected

Switch Rebooting after Image Installation via ZTP
Unassigned

Unclaimed

Undefined Image Version for this Model

Updating Images



Upgrade Failed

Upgrade Pending

Upgraded by User

User Access Denied

User Authenticated

User Authenticated on Server Reject VLAN
User Disconnected Manually
User Session Deleted

User Session Disconnected
User Session Held

VC Backup Elected

VC Member Added

VC Member Deleted

VC Member Restarted

VC Primary Changed
Version Selected to Upgrade does not Support CloudX
Virtual Chassis Port Down
Virtual Chassis Port UP

ZTP Configuration Failed
ZTP Failed

ZTP Finished

ZTP Post Script Success

ZTP Pre Script Complete

ZTP Started
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I Table Capacity

Table Capacity

MAC Address Table ARP Table Route Summary

<1% <1% <1%

| @ search entries | | © searenentries | | @ searchentries |

This section shows the utilization and the number of entries for these tables:
e MAC Address Table

e ARP Table

e Route Summary

To explore the entries in a table, click the Search Entries button. In the Search Entries window, enter
your search term (such as MAC address, IP address, prefix, or port ID, depending on the selected table).
Apply optional filters. Use the tabs at the top to explore other tables.

This example shows the Search Entries window for the MAC table.

Search Entrles ARP Table Route Table

All VLANs v All Port IDs v

Clear Screen

I Switch Charts

Explore various charts to gain insights into switch events and health status.



At the top of this section, select All Ports or a specific port.

In each chart, hover your mouse pointer over any data point to see the details.

52 CPU Utilization 52 Memory Utilization

Nav 13 o 14 o 15 Now 16 v 17 Nor 1 o 8 Nov 20 Now 13 N 14 Noe 15 v 8 Now 18 N 8

o 17 Navzn

| ‘Nov 147:00 PM - :00 PM: 32.0% Max , 20.0% Avg

2 TX/RX Packets

Motz Nov 14
™

Toam B Multicas: TX
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som I Unicast TX
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I MulticastRX
B Broadcast RX
B Unicast RX
T

52 Power Draw

Nav 13 o 14 o 15 Now 16

| Nov 14 7:00 PM - :00 PM: 136.0 W Max,, 9.0 W Avg

B Max B Avg

B Max B Avg
 Bytes
N 13 Hov 14 o 15 o 18 Mo 17 Nor 18 o 18 Movzn
Toa
Soans
2
oY 14 7,00 PN E:00 P TX. 10,7 MBRX. -
soune
1ea
WX E R

Mo
Packets

140M
1320
1630
Packets

M
83M
79M

B Multicast TX B Broadcast TX M Unicast TX W Multicast R% B Broadcast Rx M Unicast RX

v 17 Nor 1 o 8 Nov 20

| "Nov 14 7:00 PM - 8:00 PM: 15.0% Max , 15.0% Avg
B Max B Avg

¥ Data Rate (mbps)

Mo 13 N 14 Nor 15 b 38

Gonep
Tonmp

Zones

RN NS —

- 8:00 PM; 139.3 kbp: 123,7 kbps RX.

200
Erire
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WX W RX

2 Port Errors
Naw 13 N 14 Nor 15 b 18
Toa000000
‘ooo0on
‘000000

‘0000000

E
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The charts include:

e CPU Utilization

e Memory Utilization
e Bytes

e Data Rate

e TX/RX Packets

e Port Errors

e Power Draw
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I Current Values for Switches

The Current Values section appears toward the bottom of the Insights page.

Current Values
These values are not affected by the Time Range selection

Switch Ports

Port # Status  Agg Ethernet  Wired Client Manufacturer Wireless Clients ~ Power  Profile (Configured /Reported) ~ Type  Speed FullDuplex  RXBytes  TXBytes  Desc ™
mge-0/0/0 - - disabled Access — - 08 0B
o/ (8) e0:a7:00:08:5¢:60  Verkada Inc 9.80W Default Access 100 mbps @ 08.9GB 47.3GB
< 60:c7:8d:93:9c:0f  Juniper Networks Uplink Trunk 1000 mbps (@ 218 4378
Uplink Trunk 2500 mbps (@ 39GB 4GB
mge-0/0/4 Default Access - - 08 0B
mge-0/0/5 < 40:62:31:02:3R1C GIFA Default Access 1000 mbps @ 1GB  10GB - ¥
4 »
Current Switch Properties
Properties Status
Location not on floorplan Status
MAC Address 60:c7:8d:93:3f.0f 1P Address 10.100.0.52
Model Mist APs 1
Version 22.3R1.12 Wireless Clients 1
Total Power Draw 1650 W
Photos @] Uptime 284d 22h 9m
Last Seen Nov 15, 3024 3:10:52 BM

@

NOTE: The values in this section don't change when you adjust the time range selection

at the top of the page.

When you select a switch as the context, the Current Values section includes:

e Switch Ports—Details such as status (down or up), manufacturer, client, power, profile, type, speed,
and RX/TX bytes. Click a client name to reload the Insights page showing only the data for that
client.

e Current Switch Properties
e Properties—Location, MAC address, model, and firmware version

e Status—Current status, IP address, number of APs and clients, power draw, and uptime



WAN Edge Insights

SUMMARY IN THIS SECTION

Investigate issues affecting WAN Edges. Finding the Insights for WAN Edges | 41
WAN Edge Events | 41

WAN Edge Event Types | 42
Application Path Insights (Beta) | 45
WAN Edge Device Charts | 46
WAN Edge Ports | 47

Peer Path Stats | 48

Current Values for WAN Edges | 49

Finding the Insights for WAN Edges

Go to the "Insights page" on page 12, click the site menu at the top of the page, then click WAN Edge on
the left, and then click the WAN Edge that you want to view.

WAN Edge Events

Click an event to see a summary on the right side of the page.

WAN Edge Events 2stowl 25Good ONewrs 063

Other options:
e Use the tabs at the top of this section to show all, good, neutral, or bad events.

e Use the Types drop-down menu to show all types or select an event type. You can add multiple
types, clicking them one by one. For more information, see "WAN Edge Event Types" on page 42.



e Use the Ports drop-down menu to show all ports or select a port.

WAN Edge Event Types

At the top of the WAN Edge Events section, use the Types drop-down menu to show all types or select
an event type. The even types include:

e Assigned

o BGP Peer State Changed

e Bounce Port

e Claimed

e Config Changed by Mist

e Config Changed by User

e Config Failed

e Configuration Error in Additional CLI
e Configured

e Get Support Files

¢ HA control Link Down

e HA Control Link Up

e HA Health Weight Low

e HA Health Weight Recovery
e OSPF Neighbor Down

o OSPF Neighbor Up

e Path Down

e Path Up

e Peer Down

e Peer Up

e Port Down



Port Up

Reassigned

Restarted by User

RG State Change

Unassigned

Unclaimed

WAN Edge Alarm

WAN Edge App package Install Failed
WAN Edge ARP Failure

WAN Edge ARP Success

WAN Edge BGP Neighbor Down
WAN Edge BGP Neighbor Up

WAN Edge Certificate Regenerated
WAN Edge Chassis Hot

WAN Edge Conductor Connected
WAN Edge Conductor Disconnected
WAN Edge Config Lock Failed

WAN Edge Connected

WAN Edge DHCP Failure

WAN Edge DHCP Pool Exhausted
WAN Edge DCHP Success

WAN Edge Disconnected

WAN Edge Disconnected Long

WAN Edge Download Initiated (from Scheduled Operation)
WAN Edge Download Initiated by User

WAN Edge Fib Count Returned to Normal



WAN Edge Fib Count Threshold Exceeded

WAN Edge Firmware Downloaded

WAN Edge Flow Count Returned to Normal

WAN Edge Flow Count Threshold Succeeded
WAN Edge OSPF Neighbor Adjacency Failed
WAN Edge PoE Controller Upgrade Available Alarm
WAN Edge Port Redundancy Group State Changed
WAN Edge Process Start

WAN Edge Rebooting for Upgrade

WAN Edge Recovery Snapshot Failed

WAN Edge Recovery Snapshot Not Needed

WAN Edge Recovery Snapshot Not Supported
WAN Edge Recovery Snapshot Requested

WAN Edge Recovery Snapshot Succeeded

WAN Edge Redundancy Group State Changed
WAN Edge Restarted

WAN Edge Security Package Install Failed

WAN Edge Security Package Installed

WAN Edge Source NAT Pool Threshold Succeeded
WAN Edge SSH Reject Error

WAN Edge Support Files Upload Failed

WAN Edge Support Files Uploaded Successfully
WAN Edge Tunnel Auto Provision Failed

WAN Edge Tunnel Auto Provision Succeeded
WAN Edge Tunnel Down

WAN Edge Tunnel Up



e WAN Edge Upgrade by Mist

o WAN Edge Upgrade Complete

o WAN Edge Upgrade Failed

¢ WAN Edge Upgrade Image Uploaded

e WAN Edge Upgrade Initiated (from Scheduled Operation)
e WAN Edge Upgrade Initiated by User

o WAN Edge Upgrade Pending

o WAN Edge Upgrade Software Add

o WAN Edge Upgrade Software Add Retry
¢ WAN Edge Upgrade Storage Cleanup

e ZTP Configuration Applied

e ZTP Configuration Failed

e ZTP Failed

e ZTP Finished

e Z7TP Post Script Success

e ZTP Post Script Complete

e ZTP Started

Application Path Insights (Beta)

@ NOTE: Application Path Insights are available to beta customers.
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Application Path Insights (e

Policies Data Type

LAN-to-Internet ~ ® Bandwidth () Sessions

Networks Applications

“», v RN T T coocles.-. | x [l Avazon | x ERCETINTIIEIRI = CTRIEN s | x|
cou x [BROEEIR [N %]

Active

ge-0/0/2.0 defaultvian
Type: Local Breakout

GuestLAN

LD_VLAN2

Inactive
IoTLAN

LD_VLAN24

You can select the information to show the chart:
¢ Policies—Select the policy to show.

o Data Type—Select Bandwidth or Sessions.

e Networks—Select all networks or one network.

e Applications—Click X to remove an application. Click + to add an application. (The + button appears
only if applications are hidden.)

WAN Edge Device Charts

Explore these charts to gain insights into device status.

WAN Edge Device

Control Plane CPU Data Plane CPU
!
Nov 17 1:00 AM - 2:00 AM: 34.0% Max , 30.9% Avg Nov 17 1:00 AM - 2:00 AM: 1.0% Max , 0.6% Avg
= g = g
Memaory Utilization Power Draw

4%

%

j20%.

MOV 17 1:00 AM - 2:00 AM: 42.0% Max , 42.0% Avg

00 AM: 0.0 W Max_, 0.0 W Avg

These charts include:

e Control Plane CPU



e Data Plane CPU
e Memory Utilization

e Power Draw

I WAN Edge Ports

Explore these charts to gain insights into activity on each port.

WAN Edge Ports All ports v

e W‘I‘ I‘}‘I“H\ ‘Fl—:\ |
il

I

ZODPM: 01X, 0 RX

=] =]
IPsec Traffic

GBTX,0BRX
o e

At the top of this section, select All Ports or a specific port.
In each chart, hover your mouse pointer over any data point to see the details in a pop-up box.
The charts include:

e Bandwidth—Displays bandwidth utilization metrics in megabits per second (Mbps) for that particular
interface.

e Max Bandwidth—Displays insights into the highest point of link utilization recorded for received
power signal (RX) and transmitted power signal (TX) packets in megabits per second (Mbps) on each
port during the day.
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e Applications TX + RX Bytes—Displays transmit and receive data information at application-level. You
can click the application name at the bottom of the chart to see clients, MAC address, IP address,
device type, and bytes for bandwidth utilization.

e Port Errors—The Port Errors graph displays port errors detected on the WAN Edge device over a
period of time. It includes all possible ethernet errors reported by the port device driver. Exact types
of errors vary by device driver, and the total may include but is not limited to CRC errors, collisions,
etc. Errors are counted in both the transmit (TX) and receive (RX) direction. The graph displays the
total for all ports, or for a particular port based on the WAN Edge Ports selection.

o |PSec Traffic—Displays the IPsec traffic for transmit and receive packets during the day in kilobytes or
megabytes.

Peer Path Stats

Explore latency, loss, jitter, and Mean Opinion Score for all peer paths or the worst three peer paths.

Peer Path Stats  Worst3 Peer Paths Peer Paths
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At the top of this section, use the tabs to show only the worst three paths or all paths.

In each chart, hover your mouse pointer over any data point to see the details in a pop-up box.
The charts include:

e Latency

e Loss

o Jitter

e MOS (Mean Opinion Score)



Current Values for WAN Edges

The Current Values section appears toward the bottom of the Insights page.

Current WAN Edge Properties

status

uptime

rrrrrrrr

@ NOTE: The values in this section don't change when you adjust the time range selection
at the top of the page.

When you select a WAN Edge as the context, the Current Values section includes the Current WAN
Edge Properties:

e Properties—Location, MAC address, model, and firmware version
e Status—Current status, IP address, and uptime

e Security Services enabled or disabled

Wired Client Insights

SUMMARY IN THIS SECTION

Investigate issues affecting wired clients. Finding the Wired Client Insights | 50
Wired Client Events | 50
Wired Client Event Types | 50

Related Events and Information for Wired
Clients | 52

Wired Client Charts | 52

Current Values for Wired Clients | 53



Finding the Wired Client Insights

Go to the "Insights page" on page 12, click the site menu at the top of the page, then click Wired Client
on the left, and then click the client that you want to view.

Wired Client Events

Click an event to see a summary on the right side of the page, as shown in the following example.

Other options:
e Use the tabs at the top of this section to show all, good, neutral, or bad events.

e To show only one event type, use the Event Types menu. For more information, see "Wired Client
Event Types" on page 50

e For NAC client access events, the summary includes an Auth Rule link that you can click to view the
relevant authentication policies.

Wired Client Event Types

To select an event type, click the Event Types drop-down menu at the top of the Wired Client Events
section.

e Access Guest

e Duplicate IP Address Detected

e NAC Client Access Allowed

¢ NAC Client Access Denied

¢ NAC Client Cert Revoked

e NAC Client Certificate Expired



NAC Client Certificate Validation Failure

NAC Client Certificate Validation Success
NAC Client Machine Certificate Expired

NAC Client Machine Certificate Revoked

NAC Client Machine Certificate Validation Failure
NAC Client Machine Certificate Validation Success
NAC Client User Certificate Expired

NAC Client User Certificate Revoked

NAC Client User Certificate Validation Failure
NAC Client User Certificate Validation Success
NAC CoA Disconnect

NAC CoA Reauthenticate

NAC IDP Admin Config Failure

NAC IDP Authentication Failure

NAC IDP Authentication Success

NAC IDP Group Lookup Failure

NAC IDP Group Lookup Success

NAC IDP Lookup Failure

NAC IDP Unknown

NAC IDP Unreachable

NAC IDP User Disabled

NAC IDP User Lookup Failure

NAC IDP User Lookup Success

NAC MDM Device Not Found

NAC MDM Lookup Failure

NAC MDM Lookup Success



e NAC Server Certificate Validation Failure

o NAC Server Certificate Validation Success
e User Access Denied

e User Authenticated

e User Authenticated on Server Reject VLAN
e User Disconnected Manually

e User Session Deleted

e User Session Disconnected

e User Session Held

Related Events and Information for Wired Clients

When you select a wired client at the top of the Insights page, related events and information also
appear. For help with these sections of the page, go to these topics:

e "Switch Events" on page 33

e "Meeting Insights" on page 61 (including Meeting Details)

Wired Client Charts

Wired Client Charts

This section includes the following charts:



e Bytes

e Data Rate

o TX/RX Packets
e Port Errors

e Power Draw

Current Values for Wired Clients

The Current Values section appears toward the bottom of the Insights page.

Client Properties

eeeee

DDDDD

@ NOTE: The values in this section don't change when you adjust the time range selection
at the top of the page.

When a wired client is selected as the context, the Current Values section includes only Client
Properties.

e Properties—Location, MAC address, IP address, power draw

e Connection Status—Switch, port, speed, PoE enabled or disabled, and duplex

Mist Edge Insights

SUMMARY IN THIS SECTION

Investigate issues affecting Mist Edges. Finding the Insights for Mist Edges | 54
Mist Edge Events | 54



Event Types | 54
Port Charts | 56

Current Values for Mist Edges | 56

Finding the Insights for Mist Edges

Go to the "Insights page" on page 12, click the site menu at the top of the page, then click Mist Edge on
the left, and then click the Mist Edge that you want to view.

Mist Edge Events

Click an event to see a summary on the right side of the page.

Use the tabs at the top of this section to show all, good, neutral, or bad events.

Event Types

Events include:

e AP Tunnel Bounce Success

e All Tunnel Interface Dropped from LACP
¢ All Tunnels Disconnected

e AP Auto Preemption Skipped

e AP Tunnel Bounce by User

o AP Tunnel Bounce Failed

e AP Tunnel Bounce Success

e Configuration Failed

e Configuration Modified



Configuration Modified by User
Connected to Mist

Disconnected from Mist

Distro Upgrade Completed

Distro Upgrade Failed

Fan Connected

Fan Disconnected

First Tunnel Connected

First Tunnel Interface Joined LACP
Inactive Upstream VLAN Detected
Last Tunnel Interface dropped from LACP
Primary Radius Server Changed
Primary Radius Server Unresponsive
PSU Inserted

PSU Withdrawn

Restarted

Restarted by User

Secondary Power Connected
Secondary Power Disconnected
Service Failed to Start

Service Install Failed

Service Installed

Service Restarted

Service Started

Service Uninstalled

Service Update Failed



e Service Version Updated

o Tunnel Interface Blocked

e Tunnel Interface Bounce Failed

¢ Tunnel Interface Bounce Success

e Tunnel Interface Bounced by User

e Tunnel Interface Dropped from LACP
e Tunnel Interface Forwarding

o Tunnel Interface Joined LACP

e Tunnel Interface Link DOWN

¢ Tunnel Interface Link UP

e Tunnel Interface Upstream Monitored Resource Reachable

e Tunnel Interface Upstream Monitored Resource Unreachable

Port Charts

The charts show TX/DX data for each port.

In each chart, hover your mouse pointer over any data point to see the details.

Current Values for Mist Edges

The Current Values section appears toward the bottom of the Insights page. The context at the top of
the page determines the information that you'll see here.



@ NOTE: The values in this section don't change when you adjust the time range selection
at the top of the page.

When you select a Mist Edge as the context, the Current Values section includes:
e Properties

e Status

e LACP Status

e Port Stats

e LLDP Stats

Cellular Edge Insights

SUMMARY IN THIS SECTION

Investigate issues affecting Cellular Edges. Finding the Insights for Cellular Edges | 57
Cellular Edge Events | 58
Cellular Edge Event Types | 58

Current Values for Cellular Edges | 59

Finding the Insights for Cellular Edges

Go to the "Insights page" on page 12. In the site menu at the top of the page, click Cellular Edge. Then
click the device that you want to view.



Monitor [wreess [ wied | wan [ appication Lu[almh Tvepemo ~ ) | Today =
e . ste

Live-Demo
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Cellular Edge Events

The Cellular Edge Events section provides a list of events.
Use the tabs at the top of this section to show all, good, neutral, or bad events.

Click an event to see a summary on the right side of the page.

Cellular Edge Events  15Total 0Goos 0 ieutral

B

........

Cellular Edge Event Types

To select the event types to include, click the settings button at the top-right corner of the Cellular Edge
Events section.

Cellular Edge Events  15Total 0Good 0 Neutral 15Bad =

In the Event Filter pop-up window, select or clear the check boxes to show or hide the events. Click OK
to save your settings.
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Event Filter

Event Groups:

All Events

Events:

[ £ 2 positive Events

Cellular Edge Assigned

Cellular Edge Device State
Online

Connected to NCM
Firmware Upgraded
Login Success

SIM Door closed

WAN Cellular Connectad

All Neutral Events

Cellular Edge Configuration
Changed

Cellular Edge Device State
nitialized

Cellular Edge Unassigned
Cellular Edge WAN MTU Low
SIM Door opened

WAN Cellular Service Type

Changed
WAN Ethernet Connected

WAN Ethernet Plugged

1 2 negarive mvents

Cellular Edge Configuration
Rejected

Cellular Edge Configuration
Unacknowledged

Cellular Edge Device State
Offline

I Cellular Edge Rebooted

I Disconnected from NCM

I Firmware Lookup Errar

1 Login riure

I WAN Cellular Disconnected
I WAN Ethernet Disconnected
I WAN Ethernet Unplugged

Cancel

Table 2: Cellular Edge Event Types

Positive Client Events

Cellular Edge Assigned

Cellular Edge Device State Online

Connected to NCM
Firmware Upgraded

Login Success

SIM Door closed

WAN Cellular Connected
WAN Ethernet Connected

WAN Ethernet Plugged

Neutral Client Events

Cellular Edge Configuration
Changed

Cellular Edge Device State
Initialized

Cellular Edge Unassigned
Cellular Edge WAN MTU Low
SIM Door opened

WAN Cellular Service Type
Changed

Current Values for Cellular Edges

Negative Client Events

Cellular Edge Configuration
Rejected

Cellular Edge Configuration
Unacknowledged

Cellular Edge Device State Offline
Cellular Edge Rebooted
Disconnected from NCM
Firmware Lookup Error

Login Failure

WAN Cellular Disconnected
WAN Ethernet Disconnected

WAN Ethernet Unplugged

The Current Values section appears toward the bottom of the Insights page.



Current Cellular Edge Properties

status
uuuuuu

@ NOTE: The values in this section don't change when you adjust the time range selection
at the top of the page.

When you select a Cellular Edge as the context, the Current Values section includes:
e Current Cellular Edge Properties—MAC address, model, version, connection status, and uptime

¢ Interfaces—RX/TX Bytes and related information for all LAN and WAN interfaces

Application Insights

SUMMARY IN THIS SECTION
Investigate issues affecting the applications for your Finding the Applications Insights | 60
site, WAN edge, AP, or client. Aeeeitens || GO

Finding the Applications Insights

The Applications section appears on the "Insights page" on page 12 when a site, access point, client, or
WAN Edge is selected from the context menu at the top of the page.

Applications

In the Applications list, you'll see the name of each application along with the number of clients and the
bytes sent and received.



Applications

To view more information, click the hyperlink in the Number of Clients column. In the pop-up window,
you'll see the name, MAC address, and other details for each client.

Meeting Insights

SUMMARY IN THIS SECTION
Use the Insights dashboard to view information Finding the Meeting Insights | 61
about Zoom and Microsoft Teams meetings. Meeting Insights Charts | 61

Meeting Details Table | 62

Shapley Feature Ranking Example | 63

Finding the Meeting Insights

The Meeting Insights section appears on the "Insights page" on page 12 when a you select a site, client,
or wired client as the context at the top of the Insights page.

The Meeting Details section appears when you select a client or wired client as the context.

@ NOTE: This feature is in Beta release.

Meeting Insights Charts

This section shows charts for latency, packet loss, jitter, call metrics, CPU usage, and feedback.

At the top of this section, use the drop-down menu to select the type of meeting to view.



Hover over a point on a chart to see the details in a pop-up message or in a line of text below the graph
(depending on the type of chart). The charts are all synchronized to show the details for the selected
point. In the example below, the mouse pointer is hovering over a point on the Packet Loss chart. All
charts show details for that same point.

Meeting Insights Q) zoom - | [eEm Last Sync: Feb 20,2024 10:00 AM Vie

ar
ar

A
alv

Meeting Details Table

The Meeting Details table appears only when a wireless or wired client is selected as the context.

@ NOTE: If you're viewing Meeting Insights with a site as the context, you can go to the
Client Insights page by clicking the View Clients link.

Meeting Insights Q zoom « | (e Last Sync: Feb 20, 2024 10:00 AM | View Clie

After you select a client, the Insights page reloads with that client as the context. You
can then scroll down to see the Meeting Insights and Meeting Details for the selected
client.

Details include the meeting ID, the join and leave time, and the quality ratings for audio, video, and
screenshare.



Meeting Details | Allmestngs | [BEA a -

Action Application  Meeting ID Join Time ¥ Leave Time Duration  Audio Quality Video Quality Screen Share Quality User Feedback

Zoom 3550 Feb 15,2024 9:32 PM Feb 15, 2024 9m [ Good (Mos:4-5) \ot Applicable *

~ Zoom 53120504587 Feb 15, 2024 9:20 PM Feb 15, 2 1im [ Good (Mos:4-5) Not Applicable

~ Zoom 93180504587 Feb 15,2024 9:09 PM Feb 11m Good (Mos:4-5) Good (Mos:4-5) Not Applicable *
Zoom Feb 15,2024 8:53 PM Feb 15,2 6m Good (Mos:4-5) Good (Mos:4-5) vot Applicable
Zoom Feb 15,2024 8:49 PM Feb 1 4m « Not Applicable *
Zoom 2404145 Feb 15,2024 8:38 PM Feb 15, 9m « Not Applicable *
Zoom 55803666567 Feb 15, 2024 8:20 PM Feb 9m Good (Mos:d-5) Good (Mos:d-5) Not Applicable

In the Actions column, you can:

e Troubleshoot—If you have a Marvis subscription, you can click the ellipsis button to get
troubleshooting help from the Marvis Conversational Assistant.

e View the Shapley Feature Ranking—A carat ” icon appears if a user reports a bad experience. Click
the ~ icon to view the Shapley Feature Ranking.
Shapley Feature Ranking Example

This example shows how you can use Shapley feature ranking to discover the root causes of poor user
experiences. In this example, WAN has the largest latency as compared with Client or Wireless.

Shapley Feature Ranking AudioIn  Audio Out VideoIn Video Out | jan1011:32PM

Audio In Latency Feature Ranking O show All
Ciient v I EER
Wireless v [ <370
WAN + N 1877

You can click the down-arrow to expand the WAN section, as shown below. Now you can see which
factors contributed to the high latency for WAN. The Site WAN Download Capacity was the major
issue.

WAN A +187.7

+2411




Network Server Insights

SUMMARY IN THIS SECTION
Investigate issues affecting RADIUS, DHCP, and DNS Finding the Network Servers
servers. Information | 64

Network Servers Table | 64

Finding the Network Servers Information

The Network Servers section appears toward the middle of the "Insights page" on page 12 when a site is
selected from the shortcut menu at the top of the page.

Network Servers Table

Use the tabs at the top of the Network Servers section to select the type of server: RADIUS, DHCP, or
DNS.

As shown in this example, you'll see a list of servers and the number of successful and failed attempts.
Use this information to identify overused servers and servers with a high number of failures. You can
then adjust server allocation to improve user experiences.

Network Servers  =abius oHce bNs

uccessful Attempts Failed Attempts



Pre-Connection and Post-Connection Charts

SUMMARY IN THIS SECTION
See pre- and post-connection data to gain insight Finding the Pre- and Post-Connection
into network issues. Information | 65

Pre-Connection Charts | 65

Post-Connection Charts | 66

Finding the Pre- and Post-Connection Information

The Pre-Connection and Post-Connection Charts appear on the "Insights page" on page 12 when you
select a site or wireless client from the shortcut menu.

Only the Post-Connection Charts appear when you select an AP or a Cellular Edge.

Pre-Connection Charts

For sites, the Pre-Connection charts include DNS Latency and DHCP Latency.

Pre-connection

% DNS Latency % DHCP Latency

|
W | H \l\
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AM: 26.852 ms|

For clients, the Pre-Connection charts include Authorization Latency and DHCP Latency

Pre-connection

& Authorization Latency £ DHCP Latency

9:10 AM: no data ar 4 9:00 AM - 9:10 AM: no data

Hover over any point on a chart to see the specific data and timestamp below the chart.



Post-Connection Charts

The Post-Connection charts display minimum/maximum/average statistics for the connected clients
over the selected time period. You can use these charts to gain additional insights about a client.

Post-connection

Hrssl -

The standard Post-Connection charts are:

¢ Associated Clients

e TX/RX Bytes

If your organization has an active Marvis for Wireless subscription, you'll also see these charts:
e RSSI

e TX/RX PHY Rates,

o TX/RX bps

e Client SNR (Signal-to-Noise Ratio)



Current Values

SUMMARY IN THIS SECTION
Get a snapshot of the various elements affecting Finding the Current Values on the Insights
current user experiences on your network. Dashboard | 67

Viewing the Current Values | 67

Finding the Current Values on the Insights Dashboard

The Current Properties section always appears at the bottom of the "Insights page" on page 12.

Viewing the Current Values

The available information depends on the selected context (site, AP, client, and so on).

@ NOTE: The values in this section don't change when you adjust the time range selection
at the top of the page.

For more information, go to these topics:

e "Current Values for Sites" on page 16

e "Current Values for Access Points" on page 19

e "Current Values for Wireless Clients" on page 31
e "Current Values for Switches" on page 40

e "Current Values for WAN Edges" on page 49

e "Current Values for Wired Clients" on page 53

e "Current Values for Mist Edges" on page 56

e "Current Values for Cellular Edge" on page 59



CHAPTER

Service-Level Expectations (SLE)

SUMMARY IN THIS CHAPTER

Get familiar with the Service-Level Wireless SLEs | 76
Expectations (SLEs) and the SLE Wired SLEs | 86
dashboard.
WAN SLEs | 98
Location SLEs | 107
Application SLEs | 112




What Are Service-Level Expectations (SLEs)?

The following video gives you a quick, high-level introduction to SLEs.

Juniper Mist™ captures, analyzes, correlates, and classifies event and performance data from your
network and devices. It then provides you with an assessment of users' experiences on your network.

Many factors contribute to positive or negative user experiences. Juniper Mist organizes these factors
into SLEs. You can set the SLE thresholds to define exactly what "success" means for SLEs such as
throughput, capacity, AP health, switch health, and more (as relevant to your network).

When user experiences fail to meet your SLE success thresholds, Juniper Mist identifies the root cause
of each poor experience and provides complete details so that you can address the issues.

By skimming the SLE dashboard, you can see at a glance which service levels are low and what types of
issues are occurring.

Finding the SLE Dashboard

To access the SLE dashboard, select Monitor > Service Levels from the left menu. Then use the buttons
at the top of the page to select the dashboard that you want to view (such as Wireless, Wired, WAN,
Location, and Insights).

@ NOTE: Your subscriptions determine which buttons appear (for example, you need a
Juniper Mist Wi-Fi Assurance subscription for Wireless SLEs).

Selecting the Context and Time Period

At the top of the Monitor page, select the context, which can be an entire organization, an AP, or a
client. In addition, select a time period.


https://www.youtube.com/watch?v=dGEraOczmFY

:] Wired | WAN | Location Insights Live-Demo ~ Today ~

@ NOTE: The Monitor page displays data as recent as the past 60 minutes or as far back as
the last 7 days. If you purchase a Premium Analytics subscription, you can access up to 3
years' worth of wireless network insights and other data. To access the information
available through your Premium Analytics subscription, select Analytics > Premium
Analytics from the left menu of the portal.

Context Example: Organization

To compare the performance of all sites in your organization, select Entire Org as the context.

Monitor [ wres | wan | toceton [ insigns Entire Org ~

Use the filter buttons above the table to change the view:

e Overall Service—This is the default view when you select Entire Org as the context. You can compare
the overall user experience at each site.

e SLE filter buttons—Zoom in on a single SLE by using the SLE buttons above the table. The button
options vary, depending on which page you're on (Wireless, WAN, and so on).

You also have the option to view All Sites or the Worst 100 Sites. For the Worst 100 option, also use the
drop-down list to select the SLE that you're concerned about. For example, if you're troubleshooting an
issue with capacity, you'd select that option from the drop-down list to see which sites are having the
most issues with this SLE.

@ NOTE: The available SLEs for the filter buttons and the Worst 100 drop-down list vary,
depending on whether you're looking at Wireless, Wired, or WAN SLEs.

Context Example: Site

To compare all SLEs for one site, select the site as the context.



LIVE DEMO
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@ NOTE: This image shows a Wireless example, but the SLE blocks are set up the same
way for Wired, WAN, and so on.

Using the System Changes Timeline

When investigating issues, your first question might be, "Did anything change on the network?" With
this timeline, you can see at a glance if any system changes occurred and how many users or clients
were active at the time.

Timeline
24-Jun 5:30 am - 5:40 am: 12 users settings

System changes A A

The triangles below the timeline represent various types of system changes:
e Yellow triangle—AP Health

e Green triangle—Radio Management (RRM)

o Blue triangle—Admin Actions

You can adjust the timeline settings to specify the types of changes to include. To get started, click the

timeline settings button: | —



In the System Changes window, select or clear the check boxes the events to include or exclude.

System changes X
Choose which system changes to display:

AP Health

AP Disconnected

AP Reboot

AP Recovery

CPU Issues (Load/Mem/Temp)
Ethernet Errors

POE Power Issue

<IN BB <JN<BN<HN<]

Radio Issue

Software Panic

<]

Radio Management (RRM)
Automatic Channel Selection

Interference Management

<N<N<N2

Periodic Optimization

Admin Actions
Configuration Change

Firmware Upgrade

acap

Manual Access Point Reboot

Setting the SLE Thresholds

Each SLE has a success threshold. For the Time to Connect SLE, for example, you might set a threshold
of 2 seconds. This means that you consider your network successful when users can send and receive
data over the Internet within 2 seconds of attempting to associate with an AP.

To view or modify the SLE thresholds, you can click the Settings button on the right side of the SLE
dashboard.

In the Customize Service Levels window, you can modify the thresholds as needed to ensure that the
SLE settings meet your goals for your network.



Customize Service Levels X

Select service metrics to display. Drag to Throughput
reorder.

Settarget Drag to setl service metric target
© Time to Connect Goal: 10 Mbps
100%
@ Successful Connects Suecessful
@ Coverage
® Roaming
@ Throughput

® Capacity

@ AP Health

@ NOTE: This example shows the wireless SLEs. Depending on the dashboard that you're
viewing, you'll see different SLEs in this window.

Understanding the SLE Blocks

Each SLE appears in a separate block (sub-section) on the dashboard.
In each block, you'll see:

e Overall Service Level. On the left side of each SLE block, you'll see the overall service level for the
selected site and time period.

o Click Success Rate to see the percentage of user experiences that met the SLE success threshold.
e Click Values to see the number of user experiences that met the SLE success threshold.

e Timeline. In the middle of each SLE block, you can explore the timeline. As your mouse moves across
the timeline, information appears under it.

o Click Success Rate to see the percentage of successful user experiences at the selected point in
time.

o Click Values to see the number of successful user experiences at the selected point in time.

o Classifiers. On the right side of each SLE block, you see the c/assifiers for the user experiences that
didn't meet the SLE success threshold. Juniper Mist attributes each unsuccessful user experience to
one classifier. Together, the classifiers give you a high-level root cause analysis of the unsuccessful
user experiences.

o Click Success Rate to see the percentage of unsuccessful user experiences associated with each
classifier.



@ NOTE: Together, these individual percentages total 100 percent of the unsuccessful
user experiences.

e Click Values to see the number of unsuccessful user experiences that were caused by each
classifier.

@ NOTE: Together, these individual values represent the total number of unsuccessful
user experiences.

Sample SLE Block

[ | Values I | Hide Excluded WLANSs (drag an area of Interest to Zoom In) = Settings

Classifiers

SLE

88% IR TR RTINS R -

B8 success bHCR

In this example, the Success Rate button is selected, so you see percentages instead of values.

e On the left, you see that the overall success rate for the selected site and time period was 88
percent.

¢ In the middle, the timeline caption shows that the mouse is hovering over 24-Jun 5:30 am - 5:40 am.

At that point, the success rate was 88 percent.

On the right, you see that 75 percent of the SLE-lowering issues occurred in the Association process
and 25 percent occurred in the DHCP process. Together, these classifiers account for 100 percent of
the user experiences that failed to meet the threshold. The other classifiers show O percent, meaning

that they had no impact on this SLE.

Viewing the Root Cause Analysis Page

From the dashboard, you can click any SLE or classifier to go to the Root Cause Analysis page.

This example shows the Root Cause Analysis page for the wireless Time to Connect SLE.
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Tips:

e At the top of the page, you see the data for all classifiers and their sub-classifiers (if applicable).

¢ In the lower part of the page, you see additional details about the selected item. Depending on the

classifier, you might see signal strength information, a list of affected devices and clients, or other
information. These details help you to understand the scope of the issues.

On the Affected Items page, you can use the Filter box to search for an item. As shown in the

animation below, simply start typing in the box, and matching items will appear in a drop-down list.
Then click the item that you want to view.
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Wireless SLEs

SUMMARY IN THIS SECTION
Use the wireless service-level experiences (SLEs) to Overview | 76
assess user-impacting factors such as throughput, Wireless SLE Blocks | 77

signal strength, roaming, and more.

Overview
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SLE Filter Buttons | 77

Success Threshold Settings | 77
Wireless SLEs Video Deep Dive | 77

Wireless SLEs Video Overview

Watch this short video to get a quick overview of Wireless SLEs.

Finding the Wireless SLEs

Select Monitor > Service Levels from the left menu, and then click the Wireless button. The wireless
SLEs appear below the Users and System Changes timeline.

@ NoTE:


https://youtu.be/g8j8nJ95WUo

e Your subscriptions determine which buttons appear.

e At the top of the page, use the drop-down menus to set the time period and context
(organization, site, or device).

SLE Filter Buttons

Filter buttons appear above the SLE blocks.
e Use the buttons on the left to show Success Rate or Values.

e Use the buttons on the right to show All WLANSs or Hide Excluded WLANSs. The "excluded" WLANs
are those that you've excluded by using the Wi-Fi SLE option in your WLAN configuration.

Values Hide Excluded WLANS

Success Threshold Settings
You can adjust the thresholds that determine success or failure. To do so, click the Settings button at the

right top corner of the wireless SLEs section. In the settings window, follow the on-screen instructions
to set the threshold.

@ NOTE: Most SLEs allow you to increase or decrease the threshold. Certain SLEs are not
adjustable.

Wireless SLEs Video Deep Dive

Watch this 37-minute video to explore wireless SLEs in depth.

Wireless SLE Blocks

As shown in the following example, each SLE block provides valuable information.


https://mist.wistia.com/embed/iframe/zjtwruuuln

e At the left, you see that this SLE has a 51 percent success rate. If you select the Value filter button,
you'll see a number instead.

e At the center, the timeline shows variations across the time period. You can hover your mouse
pointer over any point to see the exact time and SLE outcome.

At the right, the classifiers show the percentage of the issues that were attributed to each root cause.
In this example, 86 percent of the issues were attributed to Association and 14 percent to DHCP.

Time to Connect MNATVY fv\.\tg ) ﬂ N !

e If you click a classifier, you'll see more information on the Root Cause Analysis page. Most classifiers
have sub-classifiers for greater insight into the exact causes. The Root Cause Analysis page also
provides additional details about the scope and impact of the issues.

See the following table for more information about the wireless SLEs and classifiers.

Table 3: Wireless SLE Descriptions

SLEs SLE Descriptions Classifiers Classifier Descriptions

Time to Connect Time to Connect is the Authorization Connection attempts that
number of seconds that took significantly longer
elapse between the point than the average to pass
when a client sends an the authentication state.

association packet and

the moment when the Association Connection attempts that

took significantly longer
than the average to pass
the association state.

client can successfully
move data.

You can click the Settings

button to set the number

of seconds to use as the Internet Services Connection attempts that

threshold for this SLE. took significantly longer
than the average to
access Internet resources.



Table 3: Wireless SLE Descriptions (Continued))

SLEs

Successful Connects

SLE Descriptions

Juniper Mist tracks the
success or failure of all
connection attempts,
including initially
connecting to the
network, roaming from
one AP to another, and
ongoing connectivity.

The threshold for this SLE
is not configurable. It's
assumed that you want
100 percent successful
connects.

Classifiers

DHCP

Association

Authorization

DHCP

Classifier Descriptions

Connection attempts that
were affected by DHCP
timeouts.

Sub-Classifiers:
e Stuck

e Nack

e Unresponsive

Connections that failed
during the association
process.

Connections that failed
during the authorization
process.

Connections that failed
during the DHCP process
(DHCP timeouts).

Sub-classifiers:

e Renew Unresponsive
e Nack

e |ncomplete

e Discover
Unresponsive



Table 3: Wireless SLE Descriptions (Continued))

SLEs

Coverage

SLE Descriptions

Juniper Mist tracks active
clients' Received Signal
Strength Indicator (RSSI),
as measured by the AP.
Use this SLE to determine
if you have enough APs.

You can click the Settings
button to set the RSSI to
use as the threshold for
this SLE.

Classifiers

ARP

DNS

Weak Signal

Asymmetry Downlink

Asymmetry Uplink

Classifier Descriptions

Connections that failed
due to one of these
problems:

e ARP failure for the
default gateway
during the initial
connection

e ARP gateway failures
after the initial
connection or roam

Connections that failed
due to DNS failures
during or after the
connection process.

RSSI weakness due to low
signal strength.

User minutes when the
AP's signal was weaker
than the client's.

User minutes when the
client's signal was weaker
than the AP's.



Table 3: Wireless SLE Descriptions (Continued))

SLEs

Roaming

SLE Descriptions Classifiers

Juniper Mist tracks the Latency
percentage of successful

roams between access

points and assigns a

quality score from 1 to 5.

A score of 1 indicates

excellent roaming, and a

score of 5 indicates poor

roaming.

You don't need to set this
threshold. It's assumed
that you want very good
to excellent roaming, so
this threshold is set to 2
and cannot be changed.

Stability

Classifier Descriptions

Excessive roaming time
due to latency.

Sub-Classifiers:

e Slow 11r Roams—Fast
(802.11r) roaming
time exceeding 400
ms

e Slow Standard Roams
—Standard roaming
time exceeding 2
seconds

e Slow OKC Roams—
Opportunistic Key
Caching (OKC)
roaming time
exceeding 2 seconds

User minutes affected by
instability of fast roaming
(802.11r). This classifier
applies when both the
client and the SSID are
capable of fast roaming
but the client experiences
slow roaming for more
than 2 seconds. This
classifier contains one
sub-classifier: Failed to
fast Roam.



Table 3: Wireless SLE Descriptions (Continued))

SLEs

SLE Descriptions

Classifiers

Signal Quality

Classifier Descriptions

Roaming events affected
by weak signal strength

Sub-Classifiers:

e Interband Roam—
Weak RSSI when
clients roam between
bands

e Suboptimal Roam—
Weak RSSI when
clients roam to an AP:

o  With more than 6
dBm decrease in
RSSI compared to
the client's RSSI in
the previous AP

e [f the RSSlin the
new connection is
worse than the
configured
coverage SLE
threshold. Note
that the default
coverage SLE
threshold is 72
dBm.

e Sticky Client—Weak
RSSI when client
remains connected to
an AP even when
more roaming options
are available to
improve the RSSI by
more than 6 dBm.



Table 3: Wireless SLE Descriptions (Continued))

SLEs

Throughput

Capacity

SLE Descriptions

Juniper Mist calculates
the estimated throughput
on a per-client basis for
the entire site. This
calculation is done for
every client every minute.
The estimator considers
effects such as AP
bandwidth, load,
interference events, the
type of wireless

device, signal strength,
and wired bandwidth, to
arrive at the probabilistic
throughput.

You can click the Settings
button to set the number
of Mbps to use as the
success threshold for this
SLE.

Juniper Mist monitors the
percentage of the total RF
channel capacity that is
available to clients.

Classifiers

Network Issues

Coverage

Device Capability

Capacity

Non-Wi-Fi Interference

Client Usage

Classifier Descriptions

Low throughput due to
the capacity of the wired
network

Low throughput due to
weak signal strength

Low throughput due to
issues with the device
capability. For example,
throughput issues can
occur if a device only
supports 20 MHz wide
channels, one spatial
stream, or a lower version
of Wi-Fi (802.11 g/
802.11 n).

Low throughput due to
either excessive load on
the AP or interference on
the channel.

Sub-Classifiers:

e High Bandwidth
Utilization

o Non Wi-Fi
Interference

e Excessive Client Load

Wi-Fi Interference

Low capacity due to
interference from non-
Wi-Fi sources

Low capacity due to a
high client load



Table 3: Wireless SLE Descriptions (Continued))

SLEs

AP Health

SLE Descriptions

You can click the Settings
button to set the
percentage of the RF
channel capacity
(bandwidth) that must be
available to clients at any
time.

Juniper Mist tracks the
percentage of time the
APs are operational
without rebooting or
losing connectivity to the
cloud.

Classifiers

Wi-Fi interference

Client Count

Low Power

AP Disconnected

Classifier Descriptions

Low capacity due to
wireless interference

Low capacity due to a
high number of attached
clients

Insufficient power
received from the PoE
connection

Disconnection due to one
of these issues:

e Switch Down—
Multiple APs that
were connected to
the same switch lost
cloud connectivity.

e Site Down—All the
APs on the site were
unreachable.

o AP Unreachable—An
AP lost cloud
connectivity.

o AP Reboot—An AP
rebooted.



Table 3: Wireless SLE Descriptions (Continued))

SLEs

SLE Descriptions

Classifiers

Ethernet

Network

Classifier Descriptions

Ethernet connectivity
issues due to one of these
issues:

e Speed Mismatch—
Juniper Mist detected
a speed or duplex
mismatch between an
upstream device and
an AP.

e Ethernet Errors—
Juniper Mist detected
cyclic redundancy
check (CRC) errors on
the Ethernet interface
of the AP.

Network-related issues
due to round-trip time,
packet loss, and Mist
Edge tunnel
unreachability.

Sub-Classifiers:
e Latency
o Jitter

e Tunnel Down



Wired SLEs

SUMMARY IN THIS SECTION

Use the wired service-level experience (SLE) Overview | 86
dashboard to assess the service levels for user-
impacting factors such as throughput, connectivity,
and switch health.

Wired SLE Blocks | 89
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Juniper Mist™ cloud continuously collects network telemetry data and uses machine learning (ML) to
analyze the end-user experience. This service efficiently collects and analyzes data your entire network,
whether you have hundreds or thousands of ports.

You can access this information through the Juniper Mist wired service-level expectation (SLE)
dashboards, which help you assess the network's user experience and resolve any issues proactively. It's
not merely a matter of devices or links being up or down—it's the quality of the client experience.

For the wired network, the two burning questions are:
e Are clients able to connect?
e Are clients able to pass traffic after connecting?

The wired SLE dashboards show the user experience of the wired clients on your network at any given
point in time. You can use these interactive dashboards to measure and manage your network
proactively by identifying any user pain points before they become too big of an issue.



Finding the Wired SLEs Dashboard

To find the Wired SLEs dashboard, select Monitor > Service Levels from the left menu, and then click the
Wired button.

1" Juniper Mist™ ’

@ LGt [\,f'l O n |to r Wireless VAN Location nsights 5J['.n}.ﬁ_.‘3|e - _.::dg'j_.- -

@ NOTE: The buttons appear only if you have the required subscriptions. For information
about these requirements, see the Juniper Mist Al-Native Operations Guide.

Root Cause Analysis for the Wired Successful Connect SLE

After you click a classifier in the SLE block, you'll see the Root Cause Analysis page. Click classifiers and
sub-classifiers to view timeline and scope information in the lower half of the screen.

@ NOTE: The information in the lower half of the screen depends on what you've selected
at the top.

Useful tabs in the lower half of the screen are:
e Timeline—See exactly when the issues occurred.
e Distribution—See which VLANs were affected.

o Affected Items—See which interfaces and clients were affected and how much each one contributed
to the overall impact. Also see the individual failure rate for each interface or client.

Let's look at an example for the Successful Connect SLE. By clicking options at the top of the page, you
can drill down from the SLE to classifiers and sub-classifiers. The lower half of the page shows
information relevant to these selections.

By selecting the Affected ltems tab and then clicking the Interfaces option on the left, we see the
interfaces that were unable to connect due to incorrect credentials.


https://www.juniper.net/documentation/us/en/software/mist/mist-aiops/index.html

VIEW INSIGHTS LiveDemo ~ Last7Days v

Wrong Credentials

Root Cause analysis seiect D *
Lovel Metrcs

hroughput DH

Successful Connect Authentication 100%

Switch t Access Port Security L Wrong Credentials 4%

imeline  Distribution  Affected items

Affected Items  specific items that failed to meet the service level goa

terfaces 1 [a
Ooveral
Name Switch Name Switch MAC impact Faiture Rate v

00%

By clicking the Clients tab on the left, we now see the affected clients.

s il VIEW INSIGHTS LiveDemo v  Last7Days v
Wrong Credentials
Root Cause analysis seiecta metic o analyze D *
hroughput DHC
Successful Connect Authentication 100% Radius Server Unreachable
Switch Healtt Access Port Security o Wrong Credentials 1%
Switch Bandwidth
Timeline  Distribution
Affected Items
o 1 la
ot veral
Name mAc Switch MACs SwitchNames  eertaces iy pace Fallre Rat v

TIP:

¢ Overall Impact is the percentage that a client or interface contributed to a//issues for
the selected sub-classifier. For example, it can show if a client account for 20 percent
or 90 percent of the issues.

¢ Failure Rate is the impact of this issue on this interface or client. For example, it can
show if an interface was unsuccessful on 20 percent or 90 percent of connection

attempts.

¢ To see more details, click the hyperlinks in the table to go to the Insights page, where
you can see all client and switch events.

Wired Assurance: Day 2 - Wired SLEs Video Overview


https://www.youtube.com/watch?v=XoN5FdXIkMc

Wired SLE Blocks

As shown in the following example, each SLE block provides valuable information.
o At the left, you see that this SLE has an 89 percent success rate.

At the center, the timeline shows variations across the time period. You can hover your mouse
pointer over any point to see the exact time and SLE outcome.

At the right, the classifiers show what percentage of issues were attributable to each root cause. In
this example, 100 percent of the issues were attributed to Network.

Switch Unreachable 0%

tch Healtt 89% Ww Capacity 0%

Network 100%

90% success System 0%

If you click a classifier, you'll see more information on the Root Cause Analysis page. Most classifiers
have sub-classifiers for greater insight into the exact causes of issues.

The following table provides more information about the wired SLEs and classifiers.

Table 4: Wired SLE Descriptions

SLE SLE Description Classifier Classifier Description

Successful Connect Juniper Mist monitors DHCP Client connections that

client connection
attempts and identifies
failures. The source of
data is 802.1X events on
the switch. This SLE helps
you to assess the impact
of these failures and to
identify the root causes
to address.

This SLE is available if you
use 802.1X on the wired
network to authenticate
clients or if you have
DHCP snooping
configured.

You cannot set the
threshold for this SLE. It's
assumed that you want
100 percent successful

fail to reach the bound
state within a minute.

This classifier is available
only when DHCP
snooping is enabled in the
port profile.

DHCP snooping might
not always work well with
endpoints that have static
IPs.



Table 4: Wired SLE Descriptions (Continued)

SLE

SLE Description Classifier

connects and consider Authentication

any unsuccessful connect
as a critical issue to track.

Classifier Description

Events when a client
failed to authenticate.

Sub-Classifiers:

e RADIUS Server Reject
VLAN—Couldn't
authenticate to the
specified VLAN.

o  Wrong Credentials—
The credentials
weren't valid.

e RADIUS Server
Unreachable—The
RADIUS server was
down.



Table 4: Wired SLE Descriptions (Continued)

SLE

SLE Description

Classifier

Access Port Security

Classifier Description

Client connection failures
caused by access port
security issues.

Based on the security
features configured in

your port profiles, this
classifier is triggered as
security events occur.

Sub-Classifiers:

BPDU-Guard—
Detects connection
failures because of the
BPDU guard
configuration on the
switch port. This
feature is important to
prevent looping, as
when a switch is
connected to a switch.
To enable this feature,
go to the port profile,
and enable STP Edge.

MAC Limit—Detects
connection failures
reported when a client
exceeds the MAC limit
configured on the
switch port. For
example, you might
configure your port
profile with a MAC
limit of 2 if you have
an outdoor security
camera or public
address system and
want to prevent other
devices from
connecting to that



Table 4: Wired SLE Descriptions (Continued)
SLE SLE Description Classifier Classifier Description

port. If someone
unplugs your camera
and attempts to
connect their own
device, the MAC limit
would be reached, and
this event would be
reflected by the MAC
limit classifier.

e Dynamic ARP
Inspection—Identifies
client connection
failures when a port
drops invalid Dynamic
ARP Inspection
packets. This security
feature prevents
people from snooping
for someone else's
ARP address to gain
access. Requires
enabling ARP
Inspection in the
DHCP Snooping
section of the port
profile.

o Rogue DHCP Server—
Identifies client
connection failures
caused by a rogue
DHCP server event.
This could be an event
where an untrusted
port drops traffic from
DHCP servers to
block unauthorized
servers. Enabling this
feature can prevent
rogue devices from



Table 4: Wired SLE Descriptions (Continued)

SLE

Throughput

SLE Description Classifier

This SLE represents the Storm Control
ability of wired users to

pass traffic without

impedance.

You cannot set the
threshold for this SLE. It's
assumed that you want
100 percent of traffic to
pass without impedance
and consider any
impedance as a critical
issue to track.

Classifier Description

connecting. This
classifier shows any
such attempts that
occur. Requires
enabling DHCP
snooping in the port
profile.

Events when storm
control level was
exceeded and packets
were dropped.

Available only if you've
enabled Storm Control in
the port profile
(recommended).



Table 4: Wired SLE Descriptions (Continued)

SLE

SLE Description

Classifier

Interface Anomalies

Classifier Description

Events when devices

were powered up but

could not pass traffic.

Sub-Classifiers:

Cable Issues—This
sub-classifier shows
the user minutes
affected by faulty
cables in the network.
Cable issues can
cause a high failure
rate on an interface or
client device.

Negotiation Failed—
This sub-classifier
identifies bad user
minutes caused by
issues such as
incomplete
negotiation, duplex
conflict, and latency.

MTU Mismatch—This
sub-classifier
identifies issues
where MTU size is
mismatched
somewhere along the
packet's path (any
MTU mismatch along
the path will result in
discarded or
fragmented packets).
The information for
this SLE comes from
the switch; each input
error or MTU error
contributes to a bad



Table 4: Wired SLE Descriptions (Continued)

SLE

Switch Bandwidth

SLE Description Classifier

Juniper Mist™ measures Congestion
the available bandwidth

on your network based

on the queued packets

and dropped packets for

each configured queue.

A pattern of low success
rates can indicate a need
for more wired
bandwidth.

You can click the Settings
button to set the
percentage to use as the
success threshold for this
SLE. This percentage
represents the
total_DropppedPackets as
a portion of
total_QueuedPackets.

Classifier Description

user minute under this
sub-classifier.

Heavy congestion causing
dropped packets
(TxDrops) when the input
queue (buffer) fills up.
Triggered by considering
these ratios:

e TxDrops to TxPackets
—Total transmitted
bytes dropped to total
packets transmitted.

e Txbps to Link speed—
Total bytes
transmitted per
second to link speed.

e RxSpeed to Link
speed—Total bytes
received per second
to link speed.



Table 4: Wired SLE Descriptions (Continued)

SLE

Switch Health

SLE Description

Juniper Mist™ monitors
your switches' operating
temperature, power
consumption, CPU, and
memory usage.
Monitoring switch health
is crucial because issues
such as high CPU usage
can directly impact
connected clients. For
example, if CPU
utilization spikes to 100
percent, the connected
APs might lose

Classifier

Congestion Uplink

Bandwidth Headroom

Switch Unreachable

Classifier Description

High congestion on
uplinks with these uplink
port characteristics:

e Hasaswitchora
router as an LLDP
neighbor

e |s a Spanning Tree
Protocol (STP) root
port

e Has a higher number
of transmitted and
received packets
compared to the other
ports

e Experiencing
congestion due to
aggregated Ethernet
links and module
ports

High bandwidth usage.

Poor switch-to-cloud
connectivity. The switch
might be down, or the
connection might be
severed.



Table 4: Wired SLE Descriptions (Continued)

SLE

SLE Description

connectivity, affecting the
clients' experience.

Classifier

Capacity

Network

Classifier Description

Usage exceeding 80
percent. High usage can
indicate that the switch is
dealing with more
requests that it can
optimally handle.

Sub-Classifiers indicate
usages exceeding 90
percent of the relevant
table capacity:

e ARP Table
e Route Table

o MAC Table

Lower than expected
throughput due to uplink
capacity limitations.

Based on the round-trip
time (RTT) value of
packets sent from the
switch to the Mist cloud.

Sub-Classifiers:

e WAN Latency—Based
on the average value
of RTT over a period
of time.

e  WAN lJitter—
Calculated by
comparing the
standard deviation of
RTT within a small
period with the overall
deviation of RTT over
a longer period.



Table 4: Wired SLE Descriptions (Continued)

SLE SLE Description

WAN SLEs

SUMMARY

Use the WAN Service-Level Experiences (SLEs) to
assess user-impacting factors such as WAN Edge
health, WAN link health, and application health.

Classifier

System

IN THIS SECTION

Overview | 99

Classifier Description

Issues on the switch that
can impact user
experiences

Sub-Classifiers:

CPU—Utilization
above 90 percent

Memory—Utilization
above 80 percent

Temp—Temperature
above or below the
specified operating
range

Power—Consumption
above 90 percent of
the available power

WAN SLE Blocks | 100



Overview
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SLE Filter Buttons | 99
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Video: Troubleshoot WAN Issues with SLEs | 100

Finding the WAN SLEs Dashboard

To find the WAN SLEs dashboard, select Monitor > Service Levels from the left menu, and then click the
WAN button.

1" Juniper Mist” ’
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@ NOTE: The buttons appear only if you have the required subscriptions. See
Requirements.

SLE Filter Buttons

e Use the buttons on the left to show Success Rate or Values.
e Use the Show Custom Appsbutton to show or hide your custom applications.

In the example below, the button is in the Off position, so all applications are included. If you drag
the button to the On position, you'll see only your custom applications.

E Values Show Custom Apps ~ JIP

Video: WAN Assurance Overview


https://www.juniper.net/documentation/us/en/software/mist/mist-aiops/topics/concept/aiops-requirements.html
https://www.youtube.com/watch?v=8KPzqjZmzXs

Video: Troubleshoot WAN Issues with SLEs

WAN SLE Blocks

As shown in the following example, each SLE block provides valuable information.

e At the left, you see that this SLE has an 85 percent success rate. If you select the Value filter button,
you'll see a number instead.

o At the center, the timeline shows variations across the time period. You can hover your mouse
pointer over any point to see the exact time and SLE outcome.

At the right, the classifiers show the percentage of the issues that were attributed to each root cause.
In this example, 100 percent of the issues were attributed to Jitter.

e If you click a classifier, you'll see more information on the Root Cause Analysis page. Most classifiers
have sub-classifiers for greater insight into the exact causes. The Root Cause Analysis page also
provides additional details about the scope and impact of the issues.

See the following table for more information about the WAN SLEs and classifiers.

Table 5: WAN SLE Descriptions

SLEs SLE Descriptions Classifiers Classifier Descriptions
WAN Edge Health Juniper Mist monitors the | WAN Edge Disconnected @ Lost connectivity to the
user minutes when the Juniper Mist cloud

health or performance of
the WAN edge device is
not optimal. Suboptimal
health lowers the device's
ability to pass traffic,
directly affecting any
clients connected to the
device.


https://mist.wistia.com/embed/iframe/d9nenvandz

Table 5: WAN SLE Descriptions (Continued)

SLEs

SLE Descriptions

Classifiers

System

Classifier Descriptions

High system usage
relative to capacity

Sub-Classifiers:

e Memory—Memory
utilization above 80
percent

e Power—Power
consumption above
90 percent

e Temp CPU—-CPU
temperature outside
the prescribed
threshold range

o Temp Chassis—
Chassis temperature
outside the prescribed
threshold range

e CPU Data Plane—CPU
Data Plane utilization
above 90 percent

e CPU Control Plane—
CPU control plane
utilization above 90
percent



Table 5: WAN SLE Descriptions (Continued)

SLEs

SLE Descriptions

Classifiers

Table Capacity

DHCP Pool

Classifier Descriptions

High number of table
entries relative to
capacity

Sub-Classifiers:

o Flow—Session flow
table utilization

e FIB—Forwarding
Information Base (FIB)
table utilization

High DHCP utilization
relative to pool size

Sub-Classifiers:

e DHCP Denied

e DHCP Headroom



Table 5: WAN SLE Descriptions (Continued)

SLEs

WAN Link Health

SLE Descriptions

Juniper Mist monitors the
user minutes when the
WAN link's health meets
or fails to meet the SLE
threshold. Poor WAN link
health lowers the device's
ability to pass traffic, thus
directly affecting any
clients using that link.

Classifiers

Network

Classifier Descriptions

Network issues

Sub-Classifiers:

e Latency—Juniper Mist
calculates latency by
using the average
value of round-trip
time (RTT) for traffic
over a period of time.

e |PSec Tunnel Down

e Jitter—Juniper Mist
calculates jitter by
using the variation
(standard deviation) of
RTT within a period of
5 to 10 minutes for a
particular WAN link.
We compare the
calculated value with
the average deviation
of RTT over aday or a
week.

e Loss—Lost packets



Table 5: WAN SLE Descriptions (Continued)

SLEs

WAN Application Health

SLE Descriptions

Juniper Mist monitors the
latency of WAN
applications to identify
applications that are
performing sub-optimally.

This SLE can help you to
understand the end users’
experiences when
accessing applications.
For example, a weak
network connection
might give good user
experiences for FTP or
SMTP-based applications,
but bad user experiences
for VolP applications.

Classifiers

Interface

Jitter

Latency

Loss

Classifier Descriptions

Interface issues
Sub-Classifiers:

e Congestion—High
number of output
packet drops. When
packets enter an
interface, they goin a
queue for buffering.
When the buffer
becomes full it starts
to drop packets
(TxDrops).

e Cable Issues
e VPN

e Port Down
o Negotiation

Incomplete (SRX only)

Inconsistent packet
transmit times

Slow response time (lag)

Packet loss



Table 5: WAN SLE Descriptions (Continued)

SLEs

SLE Descriptions

Performance metrics vary
by device:

e SSR—Values come
from the Session
Smart bidirectional
forward detection
between peers

o SRX—Values come
from variation
detection against RTT,
lost packets, and
latency above the RTT

For fine-tuning, you can
click the Settings button
to select individual
applications to include or
exclude.

Classifiers

Application Services (SSR
only)

Classifier Descriptions

Issues such as slow
responses to application
requests, recurring
disconnects, and
insufficient bandwidth

Sub-Classifiers:

e Slow Application

e Application
Bandwidth

e Application
Disconnects



Table 5: WAN SLE Descriptions (Continued)

SLEs

Gateway Bandwidth

SLE Descriptions

Juniper Mist evaluates
the IPsec overlay that
constitutes the SD-WAN.

Use this SLE to determine
if you need more WAN
bandwidth on your site.

Classifiers

Bandwidth Headroom

Congestion Uplink (SRX
Only)

Classifier Descriptions

Current usage exceeding
the baseline, which is
determined by the
highest usage over the
past 14 days

If you've enabled
automatic speed tests,
these results also are
incorporated into the
Bandwidth Headroom
classifier. In this case, the
headroom threshold is
based on maximum usage
and the speed test
results, if available.

Speed tests occur if
configured in your
organization settings and
if enabled in the WAN
settings for the WAN
Edge template, hub
profile, or WAN Edge
device.

High ratio of total
transmitted bytes
dropped (TX drops) to
total packets transmitted
(TX packets).



Location SLEs

SUMMARY IN THIS SECTION
Use the Location Service Level Experiences (SLE) Overview | 107
dashboard to assess the service levels for user- Location SLE Blocks | 108

impacting factors such as SDK connection issues,
latency, dropped requests, access point health, and
more.

Overview

IN THIS SECTION

Finding the Location SLEs Dashboard | 107
Success Threshold Settings | 108

Finding the Location SLEs Dashboard

To find the Location SLEs dashboard, select Monitor > Service Levels from the left menu of the Juniper
Mist™ portal, and then click the Location button.

1" Juniper Mist™ '

@) Monitor Monitor | wieess | wied | wan | Application Insights Site3 v Today =

@ NOTE: Your subscriptions determine which buttons appear.



Success Threshold Settings

You can adjust the thresholds that determine success or failure. To do so, click the Settings button at the
right top corner of the location SLEs section. In the settings window, follow the on-screen instructions
to set each threshold.

@ NOTE: Most SLEs allow you to increase or decrease the threshold. Certain SLEs are not
adjustable.

Location SLE Blocks

As shown in the following example, each SLE block provides valuable information.

o At the left, you see that this SLE has a 77 percent success rate. If you select the Value filter button,
you'll see a number instead.

e At the center, the timeline shows variations across the time period. You can hover your mouse
pointer over any point to see the exact time and SLE outcome.

At the right, the classifiers show the percentage of the issues that were attributed to each root cause.
In this example, the issues were almost evenly distributed among Beam Density (33 percent of the
issues), Beacon Density (33 percent), and Weak RSS! (32 percent). Another 2 percent of issues were
attributed to Machine Learning.

e If you click a classifier, you'll see more information on the Root Cause Analysis page. Most classifiers
have sub-classifiers for greater insight into the exact causes. The Root Cause Analysis page also
provides additional details about the scope and impact of the issues. For all location SLEs, the Root
Cause Analysis page includes a Location tab, where you can see exactly where the issues occurred on
your floor plans.

See the following table for more information about the location SLEs and classifiers.



Table 6: Location SLE Descriptions

SLEs

SDK Connect Time

Latency

Teleports

SLE Descriptions

Juniper Mist measures
the time when your SDK-
enabled app clients are
connected to location
services at your site.

Juniper Mist measures
the latency of location
responses and estimates
to app clients.

Juniper Mist identifies
instances when the app
client's estimated location
veers away (or
"teleports") from the
actual location.

For example, if you set 3
meters as the service
target, this SLE is
triggered when the actual
location is more than 3
meters from the
estimated location.

Classifiers

User Usage

Cellular

WiFi

No Reported Connection
Type

Beacon Density

Beam Density

Machine Learning

Classifier Descriptions

Incidents when the client
connection time was
below the threshold.

For example, if you set
the threshold to 60
seconds (by clicking the
Settings button), then this
classifier is triggered
when a client is
connected for less than a
minute.

Latency on a cellular data
connection

Latency on a wireless
connection

Latency with unknown
connection type

The app client detected a
low number of beacons
from the access points
(APs).

The app client detected a
low number of beams.

—Changes in machine
learning affected location
accuracy.



Table 6: Location SLE Descriptions (Continued))

SLEs

Dropped Requests

SLE Descriptions Classifiers

vBLE Placement

Juniper Mist monitors the | Reconnects
instances when dropped

location requests reduced

location accuracy.

The Pending Requests Offline
classifier uses the

threshold that you set

with the Settings button.

The other classifiers act

on a pass/fail basing,

counting any incidents

that result in dropped

requests.
Not Uniform Requests

Classifier Descriptions

The placement of the APs
affected location
accuracy.

Sub-Classifiers:

e Device Sensor—
Sensor issues in the
device affected
location accuracy with
respect to motion,
acceleration, etc.

o Weak RSSI—The app
client received a weak
signal (low Received
Signal Strength
Indicator).

Reconnection attempts
made after losing Internet
connectivity

App offline due to issues
such as Wi-Fi reception,
poor cellular reception,
connectivity problems, or
user actions (for example,
switching to airplane
mode)

Inconsistent speeds when
sending location requests

The app relies on uniform
requests for location
accuracy.



Table 6: Location SLE Descriptions (Continued))

SLEs

AP Health

SLE Descriptions

Juniper Mist counts the
incidents when APs
rebooted or lost
connectivity to the cloud.

Classifiers

Dropped by Network

Client Request Timeout

Cellular

WiFi

Pending Requests

Low Power

AP Disconnected

Ethernet

Network

Classifier Descriptions

Network issues causing
dropped requests

Client timeouts causing
dropped requests

Dropped requests while
using a cellular data
connection

Dropped requests while
using a Wi-Fi connection

Excess requests above
the configured SLE
threshold

A high number of pending
requests is used as an
indicator that future
requests are likely to be
dropped.

Insufficient power for
location features

Disconnected from cloud
due to issues such as site
down, switch down, AP
reboot, or AP unreachable

Ethernet errors or speed
mismatch

Issues such as tunnel
down, latency, or jitter



Application SLEs

SUMMARY IN THIS SECTION
Use the application experience and service-level Overview | 112
expectations (SLE) dashboard to assess the service Application Experience Correlation | 115

levels for user-impacting factors such as signal
strength, RF channel capacity, client CPU
utilization, and more.

Application SLE Blocks | 122

Overview

IN THIS SECTION

Finding the Application Experience Correlation and Classifiers View | 114

Monitoring network performance is crucial for any organization as a healthy network is key to the
performance of applications. Monitoring the network performance requires you to assess multiple
network aspects using reliable performance indicators. However, efficient assessment and reporting of
network performance at an organization level continues to be a challenge.

Juniper Mist™ provides a cloud-to-cloud integration with Zoom and Microsoft Teams to analyze,
correlate, and classify collaboration user experience based on correlation of network parameters both at
the site level and organization level. Using this information, Juniper Mist provides an assessment of the
quality of user experience on your network. Zoom and Microsoft Teams applications are sensitive to any
network changes and play a key role in determining the user experience. A measure of how well these
application user minutes are performing acts as a third-party report card for your network. The absence
of any Zoom and Teams issues on a network indicates that all other user applications are probably
performing well.

Juniper Mist identifies various factors contributing to a bad user experience and provides a site-level or
organization-level experience correlation of the bad user minutes experienced by all users. The
Application Experience dashboard provides a Shapley feature ranking that helps determine the
contribution of network parameters towards a negative user experience.
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Mor”‘tor 1 Wireless | Wired | WAN Location | Insights ] site KR-Site-03 + Today ~
All * Teams Q Zoom
Users
System Changes A =
Experience Correlation  Classifiers
) 5.34% 94.66% WAN 0-00%
A User Minutes _ _ _ Wireless  5.26%
bad min good min Client 0.07%
Feature Ranking  Clients ~ Access Points  Location
2 Feature Ranking [ ] ShowAll
Client v
Wireless v
WAN v 00 |

In addition, service level metrics provide visibility into how the users are experiencing the network and

help you to proactively address issues.
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@ Monitor Monitor wireless | wired [ WAN E Location | Insights Office [PRODUCTION] + Last 7 Days ~
& marvis™ Al g Teams (@) Zoom

o) lients
2, Clients
Users

[] Access Points

‘Ll YRR

A =

() wan edges System changes

& wist Edges

</ Location

[l Analytics Experience Correlation Classifiers
ol

o - (drag an area of interest to Zoom iny D =
&, site

) watesing A Wireless Coverage 99% ! (—‘ ﬂ

@ organization

A~ Wireless Capacity 96% n m m m
WIFi Interference 20
~ Client Health 100% n [_‘ ’_‘ ﬂ [_‘ H z,l:j::'ml ¢ :

Application Disconnects o

Y RN o= T

Finding the Application Experience Correlation and Classifiers View

To find the Application Experience Correlation and Classifiers view, select Monitor > Service Levels from
the left menu of the Juniper Mist portal, and then select the Application button.

Juniper Mist n LIVE DEMO

@) monitor Monitor [ vees [ wied [ wan [ cocation | insghts | Fullstack Live-Demo = Today ~
&) marvis> Al & Teams @ Zoom

2 clients
Users

[ Access Points

Switches .
-

(&) wan edges System changes AN AAAAAAAAAAAAAAAAAL

i)

% Mist Edges

@ NOTE: Your subscriptions determine which SLE buttons appear. The Application button
is available when you have a Marvis for Wireless subscription. In addition, you'll also
need to integrate your Zoom or Teams account with Juniper Mist. See Zoom Integration
Overview and Microsoft Teams Integration Overview.


https://www.juniper.net/documentation/us/en/software/mist/mist-zoom-integration/zoom-integration/topics/concept/marvis-zoom-integration-overview.html
https://www.juniper.net/documentation/us/en/software/mist/mist-zoom-integration/zoom-integration/topics/concept/marvis-zoom-integration-overview.html
https://www.juniper.net/documentation/us/en/software/mist/mist-teams-integration/topics/concept/marvis-teams-integration-overview.html

Application Experience Correlation

IN THIS SECTION

Experience Correlation | 115
Site-Level Application Experience Correlation | 116

Organization-Level Application Experience Correlation | 120

Juniper Mist collects information such as latency, packet loss, and jitter experienced by every user
during a Teams or Zoom session. It correlates this information against the network parameters to
identify the root cause for a bad user experience. Juniper Mist then aggregates this individual user
information to provide insights into the quality of Teams or Zoom application user experiences at a site
or an organization level.

Experience Correlation

Experience correlation provides visibility into the performance of Teams and Zoom applications at a site
or an organization level. With detailed insights into the factors impacting the application quality, the
correlation data helps network administrators to quickly identify issues causing bad user experiences
across a site or an entire organization.

Use the feature ranking graph to identify which features contributed the most to an issue, Also view the
insights for the impacted clients and the APs that they're connected to. If clients experience degraded
Zoom or Teams call quality, use the experience correlation at the site level to easily identify which APs
are involved.

As Juniper Mist provides the correlation based on the latency, loss, and jitter data it fetches from the
third-party applications (Zoom and Teams), fewer bad user minutes also serve as a third-party validation
of your network.

The feature ranking (Shapley) helps you to troubleshoot Zoom or Teams sessions by ranking the impact
of each network feature on the sessions. You can read more about the Shapley feature ranking in
Troubleshoot Zoom Sessions Using Shapley Feature Ranking.

To understand how you can integrate the Teams and Zoom applications with Juniper Mist, see:
e Integrate Your Microsoft Teams Account with Mist

¢ Integrate Your Zoom Account with Mist


https://www.juniper.net/documentation/us/en/software/mist/mist-zoom-integration/zoom-integration/topics/task/troubleshoot-zoom-calls-using-shapley-feature-ranking.html
https://www.juniper.net/documentation/us/en/software/mist/mist-teams-integration/topics/topic-map/link-teams-account-with-mist.html
https://www.juniper.net/documentation/us/en/software/mist/mist-zoom-integration/zoom-integration/topics/topic-map/link-zoom-account.html
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Site-Level Application Experience Correlation

The Experience Correlation section provides an aggregate of the total good and bad user minutes
experienced by all users in a site for a specific duration. It also provides granularity by providing a
breakup of the bad user minutes based on the factors that contributed to it—WAN, wireless, or client.

To view the site-level application correlation, select the site and the duration. Here's an example. You
can see the good and bad user minutes listed for the site. You can also see the distribution of the bad
user minutes across the WAN, Wireless, and Client categories, with WAN contributing the most.

@ Monitor M Or'”tor' Wireless | Wired | WAN E Location | Insights IN-BNG-Campus ~ Today ~
Manvise Al g Teams (@ Zoom
2, Clients

Users
(] Access Points
Switches
(&) wan Edges System changes =
D wist edges
</ Location

Experience Correlation Classifiers
onll Analytics
o Site [:] :
A8 Testing 25.72% 74.28% WAN 211

v User Minutes Wireless 0.48%

bad min good min Client 0.13%

@ organization

You can further expand User Minutes to view the following information:

¢ Feature ranking—Provides a Shapley feature ranking graph computed based on the latency, packet
loss, and jitter for every user minute. As shown in the following example, you can expand the Client,
Wireless, and WAN categories to drill down to the network feature that is contributing the most to
the issue.

Each contributing feature for bad user minutes is ranked in terms of the additional latency that it
adds to the Zoom or Teams call. The increase in latency for each contributing feature is measured
against the site average latency.

In the following example, you'll notice that WAN is contributing the most to the issue.



Mor‘”‘tor Wireless | Wired | WAN S Location | Insights KR-Site-33_HL ~ Last 7 Days v
All * Teams Q Zoom

Users

System Changes A A A A A A A A =

Experience Correlation Classifiers

[« |

63.49% 36.51% WAN 55.83%
A User Minutes _ Wireless  4.34%
bad min good min Client 3.33%
Feature Ranking  Clients Access Points Location
% Feature Ranking Show All
Client A 0 +os
Signal Strength (RSSI) ] +0.5
Receive Bitrate ] +o03
Wireless A :l +0.9
Clients on AP
Radio Channel Bandwidth ] +os
Radio Utilization
Radio Interference | +00
Radio Channel | +01
Radio Retries Failed ] +o03
WAN A I +s0
Site Latency to the Cloud T ] +s0

When you expand the categories, you see that the site latency is the major contributing factor to the
increased call latency. Based on this information, you can look at the site WAN uplink metrics to
confirm the issue and take necessary action.

Clients—The Clients tab displays the users that experienced bad user minutes and lists the number of
bad call occurrences. Click the MAC address to go into the individual client insights page to view the
meeting details, Shapley feature ranking, and pre and post connection metrics for the client. If you
look through the list of affected clients for a specific duration (for example, last 24 hours, yesterday,
7 days), you can identify clients that faced a bad user experience consistently. You can also obtain
information by entering ‘list bad zoom calls for last 7 days’ or ‘list bad Teams calls for last 7 days’ in
the Marvis conversational assistant. You can also view the details for a site or a specific user—for
example, ‘list bad zoom calls for host-abc for last 7 days’.



@p monitr

(=) Marvis™
2, Clients

[*] Access paims
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<7 Location
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A/B Testing (&'

@ organization

e Access Points—Shows the APs that the users were connected to when issues occurred. You can click
the MAC address of an individual AP to view the insights.

@) monitar

) Marvis™
22, Clients

[(] Access paints
Switches
EJ WAN Edges
D Mist Edges
</ Location
anl] Analytics
oL site

A/B Testing [

@ organization

Al & Teams Q) Zoom

Users

System changes

Experience Correlation  Classifiers

58.74%
A User Minutes
bad min

Feature Ranking Clients | Access Points

Filter Q

Host Name MAC Address. 1P

i 172.27.138.70

&

41.26% WAN 27.97%
: Wireless 12.59%
good min Client 18.18%
130f3
Bad Call Count R

1

1

Users
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Experience Correlation Classifiers

44.98%

A User Minutes
bad min

h L
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You can also select the individual AP from the drop-down list on the top. Juniper Mist will list the
feature ranking specific to the selected AP and its connected clients that experienced the issue.

Monitor Wireless | Wired | WAN Location | Insights

All * Teams Q Zoom

Users

System Changes

Experience Correlation Classifiers

53.28%

bad min

A User Minutes

Feature Ranking Clients Access Points

% Feature Ranking

Client A

Signal Strength (RSSI)
Receive Bitrate
Wireless ~

Clients on AP

Radio Channel Bandwidth
Radio Utilization

Radio Interference
Radio Channel

Radio Retries Failed
WAN A

Site Latency to the Gloud

In the following example, the users connected to the selected AP did not experience any bad user

minutes.

46.72% WAN

_ Wireless
good min

Client

Zoom_dual_Band ~ Today +

-+ E

52.72%
0.56%
0.00%

Show All
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@) monitor Monitor | wieess | wied | wan WERTETE Location | insights JEWEL - MiSt KITT = Today ~
= < 0
) e Al Eg Teams @ zoom
2, clients
Users
[*] Access paints
S J
(&) wan edges System changes A A =

% Mist Edges

</ Location

ol Analytics Experience Correlation  Classifiers
o _ S

o] &
Site
(=] This Access Point has no Bad Experience Correlation Minutes for selected time range.

g asB Testing &

@ organization

If all users connected to an AP do not experience any bad user minutes, then you'll see the page like the
following example.

@) monitor Monitor [wiees [ wied | wan Il tocaon | insghts Office [PRODUCTION] ~ Today ~
@) Marvis™ All Hp Teams o Zoom
2 clients
Users
[ Access Paints
S J
(+) wan Edges System changes A A =

% Mist Edges

<7 Location

Experience Correlation Classifiers

nﬂ[] Analytics

oty site n ’
Re) A/B Testing & 0.00% 100.00% WAN 0.00%

bad min good min Client 0.00%

@ organization

Feature Ranking Clients Access Points

This Site has no Bad User minute records

Organization-Level Application Experience Correlation

Juniper Mist also provides an aggregated view of all affected sites at an organization level. Using this
data, you can identify sites where users are facing issues consistently for a specific duration. You can
also determine the dominant feature for the bad experience along with the total number of clients and
APs involved.
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In the Application Experience Correlation page, select the organization and time duration for which you
want to view the data.

Juniper Mist ’ JUNIPER NETWORKS

@M“"‘m' Monitgr Wireless | Wired | WAN [EVSTEUENM Location | Insights IN-BNG-Campus ~ This Week ~

Entire Org  Site  AccessPoint  Client

@) varvism Al H Teams Q) Zoom

fsearch by Site Name or Site Group a
92 Clients
= AS-CHN-MistEdge
Users
[] Access points AS-CN-BEJ
Switches Asananz
AS-CN-SHG
(&) waN Edges System changes AA A =
AS-GL-SPR
. AS-HK-HKG
S wmist Edges
AS-HK-POP
« Location AS-IN-MistEdtge
Experience Correlation Classifiers ASJP-TKO

anl] Analytics
&4 site n .

WAN 22.45%

() ArB Testing & 23.46% 76.54%
good min 0.02%

bad min Client
@ organization

You'll see a list of all sites that experienced bad user minutes. You can click a site to view the details.

In the following example, you see the sites with bad user experience and the total bad minutes for the
WAN, Wireless, and Client categories. At an organization level, this type of data helps the networking
teams to enhance and optimize the network, WAN links and any increased client CPU or memory
utilization that could be causing the problem.

Zoom and Teams applications are sensitive to any network changes. Viewing application performance at
an organization level is essential for assessing and improving the user experience.

@ roweerneworss Change anguage en) = 2 .4
Monitor [ | v | v | e | e tireorg - | | Last7Days ~
Al 6 Teams @ Zoom
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Q) - |
P P — s e P— [r—
INENG Campus w6 184533min 46896 min 1768m 13429min
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Application SLE Blocks

As shown in the following example, each SLE block provides valuable information.

o At the left, you see that this SLE has a 94 percent success rate. If you select the Value filter button,
you'll see a number instead.

e At the center, the timeline shows variations across the time period. You can hover your mouse
pointer over any point to see the exact time and SLE outcome.

e At the right, the classifiers show the percentage of the issues that were attributed to each root cause.
In this example, 46 percent of issues were attributed to non-Wi-Fi interference. The remaining issues
were due to Wi-Fi Interference and Client Usage.

WiFi Interference 26%

0 Client Count <1%
v Wireless Capacity 94% m m m ﬂ i : ,
! | | Non WiFi Interference 46%

Client Usage 28%

Statistics ~ Timeline Distribution  Affected Items Location

Success Rate Distribution

94

653% avg.

70% 94%
Goal Successful

Users Meetings
below service level goal below service level goal

95« 73

82/86 358/493

e By clicking the down arrow next to the SLE name, you can see additional information, such as the
timeline, distribution, affected items, and the client locations on your floorplan.

See the following table for more information about the application SLEs and classifiers.

Table 7: Application SLEs and Classifiers

SLEs SLE Descriptions Classifiers Classifier Descriptions
Wireless Coverage (for Juniper Mist tracks active | Weak Signal Unknown causes of weak
Applications) clients' Received Signal signal

Strength Indicator (RSSI),



Table 7: Application SLEs and Classifiers (Continued)

SLEs

Wireless Capacity (for
Applications)

Client Health (for
Applications)

SLE Descriptions

as measured by the
access point for the
duration of the Zoom or
Teams call. A low RSSI
impacts the quality of the
audio or video during a
Zoom or Teams call. You
can use this SLE to
determine if you have
sufficient access points.

Juniper Mist monitors the
percentage of the total RF
channel capacity that is
available to clients for the
duration of the Zoom or
Teams call. When the
capacity threshold for a
Zoom or Teams user
minute is less than MOS
3.0, Juniper Mist sorts the
issues into classifiers.

Juniper Mist monitors the
CPU utilization and
routing paths to identify
issues affecting
application performance.

Classifiers

Asymmetry Downlink

Asymmetry Uplink

Non-Wi-Fi interference

Wi-Fi interference

Client Count

Suboptimal IP

CpPU

Classifier Descriptions

Weak signal due to
asymmetric transmission
strength from the AP to
the client

Weak signal due to
asymmetric transmission
strength from the client
to the AP

Asymmetry can occur for
various reasons, such as
clients being too far from
the AP.

Low capacity due to
interference from non-
Wi-Fi sources

Low capacity due to
wireless interference

Low capacity due to a
high number of clients

Latency and call quality
issues due to a
suboptimal network path,
as might happen when
the client is directed to a
geographically distant
server

Low resource availability
due to high CPU
utilization



Table 7: Application SLEs and Classifiers (Continued)

SLEs

WAN Health (for
Applications)

Partner Link

SLE Descriptions

Juniper Mist monitors the

network performance of
the Zoom or Teams
application to determine
if there is any

performance degradation.

This SLE can help you

understand the end users’

experiences when
accessing the
applications.

Juniper Mist assesses
performance from
network co-participants
that can contribute to
issues.

Classifiers

Application Disconnects

Loss

Slow Application

Latency

Jitter

Co Participant

Classifier Descriptions

Disconnects due to
network issues, ISP-
related issues, or device-
specific issues

Issues due to packet loss

Issues involving slow
responses to application
requests

Lag interrupting video
and audio streams

Inconsistent packet
transmit times

e |[ssues on a co-
participant's side of a
video or audio call

For example, one of
your users might
report a bad
application experience
if a co-participant has
issues when sharing
their screen.
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Alerts Overview

SUMMARY IN THIS SECTION
Get familiar with Juniper Mist™ alerts and the Alerts What Are Alerts? | 126
dashboard in the Juniper Mist portal. Finding the Alerts Dashboard | 127

Selecting the Context and Time Period | 128
Page Overview | 128
Filters | 129

What Are Alerts?

Alerts represent network and device issues that are ongoing. Juniper Mist™ categorizes them as follows:

Infrastructure Alerts—Repeated events involving servers and protocols that can potentially affect a
large number of clients. For example, an event during which a Domain Name System (DNS), Dynamic
Host Configuration Protocol (DHCP), or RADIUS server is unreachable can affect many clients.
Similarly, if a power supply on a switch is in alarm state, a large number of clients and a large amount
of traffic could be affected.

Marvis Alerts—Repeated events that Marvis tracks on the Marvis Actions dashboard. For example, if
an access point (AP) regularly fails health checks, you'll see a Marvis alert for it.

Security Alerts—Repeated events that could dramatically affect network security. For example, these
alerts appear if a rogue AP is detected and clients start connecting to it.

Certificate Alerts—Notification for expired, and soon-to-expire, user-added digital certificates. These
include RadSec (configured at Organization > Settings > RadSec Certificates and AP RadSec
certificate), SSO (configured at Organization > Settings > Single Sign-On), and PSK Portal IDP
certificates (configured at Organization > Client Onboarding). Certificate alerts appear on the Alerts
page and begin 30 days before the certificate's expiry date, then the notification repeats 15, 7, 3, and
1 day before expiration unless the certificate is renewed. .

You can pause alerts for the organization, selected sites, and site groups:

In the main menu, select Monitor > Alerts, then click Alerts Configuration and Pause Alerts. From the
Existing Rules tab of the Pause Alerts window, you can view the schedule of current rules, and make
new rules at the Create Rules tab.



Figure 3: Schedule Alert Pauses

Pause Alerts X

Create Rules Existing Rules

May 19 3:25 PM - May 30 4:28 PM
May 19 3:27 PM - May 28 4:27 PM
May 22 3:28 PM - May 29 4:28 PM

May 22 3:28 PM - May 31 4:28 PM

NOTE:

e For information about alerts, see "Juniper Mist Alert Types" on page 130.

e To enable the alerts that you want to include on the Alerts dashboard, see "Juniper
Mist Alert Types" on page 130.

e Junos, the network operating system used in Juniper switching, routing, and security
devices, provides another system for alerts and notifications that you can use to
monitor switch ports. For more information, see https:/www.juniper.net/
documentation/us/en/software/junos/security-services/topics/topic-map/overview-
port-security.html.

Finding the Alerts Dashboard

The Alerts dashboard lists all alerts that you've enabled on the Alerts Configuration page. To view the

Alerts dashboard, select Monitor > Alerts from the left menu.

@

NOTE: For help configuring alerts, see "Configure Alerts and Email Notifications" on
page 145.
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Selecting the Context and Time Period

At the top of the Alerts page, select the context, which can be an entire organization or a single site.
Also select the time period to view.

n Alerts Entire Org ~ Today ~

Last 60 Min I Today

Last 24 Hr Yesterday
Last 7 Days This Week
Custom Date Custom Range

@ NOTE: The Alerts page displays data as recent as the past 60 minutes or as far back as
the last 7 days. If you purchase a Premium Analytics subscription, you can access up to 3
years' worth of wireless network insights and other data. To access the information
available through your Premium Analytics subscription, select Analytics > Premium
Analytics from the left menu.

Page Overview

Get familiar with the major elements of the Alerts dashboard.

Alerts UveDemo ~ | Today v Aert Conturaton 10

Network Securlty

At the top, the current alerts are summarized by type and severity level. All these summary blocks are
buttons that you can use to filter the alerts list.

The alerts list includes this information:

e Alert—The name of the alert, along with an icon representing the severity level. For more information
about the color codes and severity levels, see the "Severity Filters" on page 129 table later in this
topic.

e Site—The name of the site where this issue occurred. Appears only if you've selected Entire Org as
the context at the top of the page.

e Recurrence—The number of times that this issue occurred.

e First Seen and Last Seen—The time period when this issue occurred.



e Details—The affected component (as listed below), with a link that you can click for more details.
The displayed link corresponds to the alert type. The links include:

o Device Insights—Click the link to view the Insights page for the selected site. This page shows a
timeline of events and full details for client events, AP events, and site events. You'll also see
details for all applications.

o Marvis—Click the link to view the Marvis Actions page.

o Network Security—Click the link to view the Wireless Security page. This page shows all security
issues for each SSID. You'll see information such as the type of issue, number of affected clients,
band, channel, RSSI, and floorplan location.

o WAN Edge Details—Click the link to view the Insights page for WAN Edges at the selected site.
This page shows details for WAN Edge events, applications, application policies, WAN Edge
devices, ports, peer path stats, and more.

Filters

You can apply filters to show only the alerts that you want to see.

B Alerts LveDemo ~ |  Today = prE—

14 2 12

Alert Type Filters

Juniper Mist categorizes alerts by type. The alert type buttons at the top of the Alerts page show the
current number of issues for each type. Click a button to show only the alerts of that type.

@ NOTE: For more information about alert types, see "Juniper Mist Alert Types" on page
130.

Severity Filters

Juniper Mist ranks alerts by severity. The severity buttons at the top of the Alerts page show the current
number of issues for each severity level. Click a button to show only the alerts for that severity level.



Table 8: Severity Levels

Severity Color Code Recommended Action
Critical Red Take immediate action.
Warning Orange Continue monitoring if the event continues.
Informational Blue No action is required.
Filter Box

Above the list of alerts, you can use the Filter box to narrow down the alerts to view. Start typing the
name of an alert, and then click a matching alert in the drop-down list.

Q up

Alert
VPN Peer Up
Reasons

peer boston1 up

Juniper Mist Alert Types

SUMMARY IN THIS SECTION

Juniper Mist™ provides various alerts that you can Certificate Alerts | 131
enable to track ongoing issues. Infrastructure Alerts | 132
Marvis Alerts | 139

Security Alerts | 141



Certificate Alerts

@ NOTE: Certificate alerts are available when you select Entire Org as the scope at the top
of the Alerts Configuration page.

Table 9: Certificate Alerts by Severity

Severity Alert Name

Critical (red icon) Mist Access Assurance CA Certificate Expired
Mist Access Assurance Server Certificate Expired
NAC Portal IdP Certificate Expired
PSK Portal IdP Certificate Expired
RadSec CA Certificate Expired
RadSec Device Certificate Expired
SSO IdP Certificate Expired
SSO LDAP CA Certificate Expired
SSO LDAP Client Certificate Expired

WLAN SSO IdP Certificate Expired

Warning (orange icon)  Mist Access Assurance CA Certificate Expiring
Mist Access Assurance Server Certificate Expiring
NAC Portal IdP Certificate Expiring
PSK Portal IdP Certificate Expiring
RadSec CA Certificate Expiring
RadSec Device Certificate Expiring
SSO IdP Certificate Expiring
SSO LDAP CA Certificate Expiring
SSO LDAP Client Certificate Expiring

WLAN SSO IdP Certificate Expiring



Infrastructure Alerts

Infrastructure alerts are for events that involve servers and protocols that can potentially affect a large
number of clients. For example, an unreachable Domain Name System (DNS) or a bad power supply on a
switch can affect a large number of clients and a large amount of traffic.

Table 10: Infrastructure Alerts by Severity

Severity Alert Name

Critical (red icon) ARP Failure
DHCP Failure
DNS Failure

Mist Edge Fan Unplugged

Mist Edge cpu usage high

Mist Edge disconnected from cloud

Mist Edge disk usage high

Mist Edge memory usage high

Mist Edge power input disconnected

Mist Edge service failed to start

Mist Edge unplugged from power

Switch Fan Alarm

Switch IP Conflict Detected

Switch MAC Limit Exceeded

Switch OSPF Neighbor Down

Switch POE Controller Device Failure



Table 10: Infrastructure Alerts by Severity (Continued)

Severity

Informational (blue icon)

Alert Name

Virtual Chassis - Backup Member Elected

Virtual Chassis - New device elected for Active Role

Virtual Chassis Member Deleted

Virtual Chassis Port Down

WAN Edge Chassis Hot

AP restarted

BGP Neighbor State Changed

BGP Neighbor Up

Cellular Edge Connected to NCM

Cellular Edge Disconnected from NCM

Cellular Edge Firmware Upgraded

Cellular Edge Login Failure

Cellular Edge Login Success

Cellular Edge Rebooted

Cellular Edge SIM Door Closed

Cellular Edge SIM Door Opened

Cellular Edge WAN Cellular Connected

Cellular Edge WAN Cellular Service Type Changed

Cellular Edge WAN Ethernet Connected



Table 10: Infrastructure Alerts by Severity (Continued)

Severity

Alert Name

Cellular Edge WAN Ethernet Plugged

Cellular Edge WAN MTU Low

Cradlepoint incident identified

Cradlepoint incident investigation started

Cradlepoint incident resolved

Cradlepoint maintenance completed

Cradlepoint maintenance scheduled

Cradlepoint maintenance started

Critical Switch Port Up
NOTE: If you enable this alert, also identify the critical ports in the switch
configuration. In your switch template, go to Select Switches Configuration, select

the rule to edit, select the port range, and then select Enable critical alerts. For help,
see Juniper Mist Wired Assurance Configuration Guide.

Critical WAN Edge Port Up

NOTE: If you enable this alert, also update the WAN or LAN configuration to
identify the critical ports. In your WAN Edge template, select the WAN or LAN
configuration, go to Interface, enter the ports, and then select Enable critical alerts.
For help, see Juniper Mist WAN Assurance Configuration Guide.

Fpc Management Ethernet Link Down Clear

Inactive vlan(s) detected on tunnel port

Mist Edge connected to cloud

Mist Edge cpu usage normal

Mist Edge disk usage normal


https://www.juniper.net/documentation/us/en/software/mist/mist-wired/index.html
https://www.juniper.net/documentation/us/en/software/mist/mist-wan/index.html

Table 10: Infrastructure Alerts by Severity (Continued)

Severity Alert Name

Mist Edge memory usage normal

Mist Edge plugged to power

Mist Edge power input connected

Mist Edge upgrade completed

New tunnel(s) formed

Switch Fan Alarm Clear

Switch High Humidity Clear

Switch High Temperature Clear

Switch OSPF Neighbor Up

Switch PEM Alarm CLEAR

Switch PoE Alarm Clear

Switch Power Supply Alarm Clear

Switch Radius Server Unresponsive

Switch Storage Partition Alarm Clear

Switch restarted

Tunnel Monitored resource reachability restored

Virtual Chassis Member Added

Virtual Chassis Port Up

WAN Edge Chassis Hot Cleared



Table 10: Infrastructure Alerts by Severity (Continued)

Severity

Warning (orange icon)

Alert Name

WAN Edge Chassis Warm Clear

WAN Edge Flow Count Returned to Normal

WAN Edge Forwarding Information Base Count Returned to Normal

Mist Edge Fan Plugged

AP offline (alert immediately when AP offline)

All data ports dropped from LACP

All tunnels are disconnected

BGP Neighbor Down

Cellular Edge WAN Cellular Disconnected

Cellular Edge WAN Ethernet Disconnected

Cellular Edge WAN Ethernet Unplugged

Critical Switch Port Down

NOTE: If you enable this alert, also identify the critical ports in the switch
configuration. In your switch template, go to Select Switches Configuration, select
the rule to edit, select the port range, and then select Enable critical alerts. For help,

see Juniper Mist Wired Assurance Configuration Guide.

Critical WAN Edge Port Down

NOTE: If you enable this alert, also update the WAN or LAN configuration to
identify the critical ports. In your WAN Edge template, select the WAN or LAN
configuration, go to Interface, enter the ports, and then select Enable critical alerts.

For help, see Juniper Mist WAN Assurance Configuration Guide.

EVPN detected a duplicate MAC address

Failed to sync cradlepoint devices


https://www.juniper.net/documentation/us/en/software/mist/mist-wired/index.html
https://www.juniper.net/documentation/us/en/software/mist/mist-wan/index.html

Table 10: Infrastructure Alerts by Severity (Continued)

Severity

Alert Name

Fpc Management Ethernet Link Down

HA Control Link Down

Last data port dropped from LACP

Loop detected (by AP)

Mist Edge configuration apply failed

Mist Edge primary radius server unresponsive

Mist Edge service crashed

Mist Edge upgrade failed

Mist Edge was restarted

Rogue DHCP SErver Detected

Storm Control in Effect on Switch port

Switch BPDU Error

Switch Bad Optics

Switch DHCP Pool Exhausted

Switch High Humidity

Switch High Temperature

Switch OSPF Neighbor Adjacency Failed

Switch PEM Alarm

Switch PoE Alarm



Table 10: Infrastructure Alerts by Severity (Continued)

Severity

Alert Name

Switch Power Supply Alarm

Switch Storage Partition Alarm

Switch offline

Tunnel Monitored resource is unresponsive

Tunnel down

VPN Peer Down

Virtual Chassis Member Restarted

WAN Edge BGP Neighbor Down

WAN Edge Chassis Warm

WAN Edge DHCP Pool Exhausted

WAN Edge Flow Count Threshold Exceeded

WAN Edge Forwarding Information Base Count Threshold Exceeded

WAN Edge Source NAT Pool Threshold Exceeded

WAN Edge Offline
NOTE: This alert will trigger immediately when the gateway goes offline (the default
behavior) unless you configure a delay threshold, for example, to prevent repeated
alerts in the case of connectivity flaps. The time range is from O to 240 minutes.
When you set a delay threshold, it applies to the entire organization. Click the

pencil icon next to the alert to open the Edit WAN Edge Offline Threshold config
page.



Marvis Alerts

Marvis alerts are tied into the Marvis Action Dashboard. These alerts are triggered whenever the
corresponding Marvis Action is detected in your organization. For example, if an access point (AP)
regularly fails health checks, Marvis notices and tracks this event.

Table 11: Marvis Alerts by Device/Service Type and Severity
Applies To Severity Alert Name
AP Critical (red) AP health check failed
AP insufficient capacity
AP insufficient coverage
Bad cable
Non-compliant
Offline (Marvis)
Site Offline (ISP)
Warning (orange) AP Loop due to Switch Port Flap
AP Loop due to Tunnels paths
AP Loop due to duplicated WLAN paths
Data Center/Application  Critical (red icon) Application Reachability Failure (Marvis-Minis)
Connectivity Critical (red icon) ARP failure (Marvis)
ARP failure (Marvis-Minis)
Authentication failure (Marvis)
DHCP failure (Marvis)

DHCP failure (Marvis-Minis)



Table 11: Marvis Alerts by Device/Service Type and Severity (Continued))

Applies To

WAN

Wired

Severity

Critical (red icon)

Critical (red icon)

Warning (orange icon)

Alert Name

DNS failure (Marvis)

DNS failure (Marvis-Minis)

Bad WAN Uplink

Bad cable

Device Problem

Intermittent WAN Connectivity

MTU mismatch

Negotiation mismatch

Non-compliant

VPN Path Down

Bad cable

MTU Mismatch

Missing VLAN

Negotiation incomplete

Port Stuck

Switch Offline

Switch STP Loop

Port flap



Security Alerts

Security alerts warn you of activities or events on the network that can cost you in terms of lost data,
unauthorized access to the network, or traffic that matches known security threats. Security alerts are
raised by repeated events that could dramatically affect network security. For example, if a rogue AP is
detected, that represents a potential security problem. If a client connects to a rogue AP, that could be
even worse.

Juniper Mist lists all security alerts except those that relate to intrusion detection and prevention (IDP)
or URL filtering on the Monitor > Alerts page. You can find IDP and URL filtering events and their
severity on the Site > WAN Edge > Secure WAN Edge IDP/URL Events page.

Table 12: Security Alerts by Severity

Severity Alert Name

Critical (red icon) Client Connection to rogue AP detected
Rogue AP detected

Informational (blue Air Magnet Scan detected

icon)
EAP Handshake Flood detected
Switch DDoS Protocol Violation Clear

Warning (orange icon)  Active Watched Station detected
Adhoc Network detected
BSSID Spoofing detected
Client MAC Spoofing
Disassociation Attack detected
EAP Dictionary Attack detected

EAP Failure Injection detected

EAP Spoofed Success detected



Table 12: Security Alerts by Severity (Continued))

Severity

Alert Name

EAPOL-Logoff Attack detected

ESL Hung

ESL Recovered

ESSID Jack detected

Excessive Clients detected

Excessive EAPOL-Start detected

Fake AP Flooding detected

Honeypot SSID detected

IDP attack detected

Monkey Jack detected

Out of Sequence detected

Repeated Client Authentication Failures

Replay Injection detected - KRACK Attack

SSID Injection detected

Security Policy Violation

Switch DDoS Protocol Violation Set

TKIP ICV Attack

URL blocked

Vendor |IE Missing



Table 12: Security Alerts by Severity (Continued))

Severity Alert Name

Zero SSID Association Request detected

Recommended Alerts

SUMMARY

As a best practice, enable these recommended alerts.

We recommend certain alerts for all deployments. Also consider additional alerts as appropriate for your

organization.

@ NOTE: To help you to find these alerts easily on the Alert Configuration page, the
Recommended Alerts column is sorted by the alert category and the alert color.



Table 13: Recommendations

Devices/Deployments
All

We recommend these alerts for all Juniper Mist
organizations.

Campus Fabric

For campus fabric deployments, we recommend these

additional alerts.

Recommended Alerts

Enable these alerts in the Infrastructure category:

e Mist Edge Fan Unplugged (red)

e Switch Fan Alarm (red)

e Switch PoE Controller Failure (red)

e Virtual Chassis Member Deleted (red)
e Virtual Chassis Port Down (red)

e Switch Restarted (blue)

e Switch Offline (blue)

e Switch Bad Optics (orange)

e Switch High Temperature (orange)

e Switch PEM Alarm (orange)

e Switch PoE Alarm (orange)

e Switch Power Supply Alarm (orange)

e Switch Storage Partition Alarm (orange)

Enable these alerts in the Infrastructure category:
e BGP Neighbor State Changed (blue)

e BGP Neighbor Up (blue)

e EVPN Duplicate MAC Address (orange)

Enable these alerts in the Security category:

e Switch DDOS Protocol Violation Clear (blue)

e Switch DDOS Protocol Violation Set (orange)



Table 13: Recommendations (Continued))

Devices/Deployments Recommended Alerts

Critical Switch Ports e Critical Switch Port Up (blue)

If you've configured any ports as critical ports, also

enable these alerts. e Critical Switch Port Down (orange)

e Switch Offline (orange)

Configure Alerts and Email Notifications

SUMMARY

Enable the alerts that you want to see on the Alerts dashboard. Optionally, enable email notifications
for issues that you want to monitor closely.

Video Overview

This video provides an overview of the procedure for configuring alerts.

Configuration

To configure alerts:

1. From the left menu, select Monitor > Alerts.

2. At the top-right corner of the Alerts page, click the Alerts Configuration button.
Alerts Entire Org ~ Today ~ Aerts Connguranon || 4 &

The configuration page is divided into sections, where you'll set the scope, identify recipients for
alert notifications (optional), and enabling the alerts that you want to monitor.


https://mist.wistia.com/embed/iframe/q5zykrvcm0

Applies to Scope

Email Recipients Settings

[J To organization admins

Alert Types

Alerts Enable Alert Send Email Notification o

v
® ARP Fallure O O
@ DHCP Failure O O
@ ONSFalure ¢ [ [

@ Virtual Chassis - Backup Member Elected [ [

3. Under Applies to Scope, select one of these options:

¢ Entire Org—Configure alerts for the entire organization.

e Sites—Configure alerts for sites that you want to monitor differently than the rest of your
organization. Click the plus sign to select a site.

4. (Optional) Under Email Recipient Settings, set up an email distribution list for any email notifications
that you enable.

@ NOTE: Here, you're identifying the recipients. In the Alert Types section, you'll enable
the notifications for the alerts that you want to monitor via email.

Options include:

¢ To organization admins—Select this option to include all admins whose permissions allow access
to the entire organization.

¢ To site admins—Select this option to include only admins with access to the sites specified in the
scope section.

¢ To additional email recipients—Select this option to specify personnel who do not have Juniper
Mist admin accounts but need to monitor alerts. To enter multiple email addresses, separate them
with commas.

5. In the Alert Types section, enable dashboard alerts and email notifications for the events that you
want to monitor.

For information about the various alerts, see "Juniper Mist Alert Types" on page 130.
For each type of alert, you have these options:

¢ Enable Alert—Include this alert on the Alerts dashboard. (You can view the dashboard by selecting
Montior > Alerts from the left menu of the Juniper Mist portal.)



o Enable Email Notification—Send alert notifications to the personnel that you specified in the Email
Recipients section.

TIP: Use the expand/collapse buttons on the left side of the alert Types section to focus
on one type of alert at a time. For example, expand only Security and collapse the other
alert types, as shown below.

Alert Types

ooo
ooo

J00
J00

6. If you enabled an alert that has a pencil icon, click the icon to configure the settings.

For example, when you click the pencil icon for DNS Failure, you can set the threshold based on the
number of failures, the impacted clients, and the duration.

Edit DNS Failure Threshold X

Alert if there are | 30 failures or | 20 clients

failing within | 10 minutes per server

Cancel

7. Click Save at the top-right corner of the Alerts Configuration page.

Temporarily Pause Your Alerts

SUMMARY

During certain periods, such as initial installation or site maintenance, you might want to pause your
alerts. This way, you won't get unnecessary communications about the system changes that you're
making.

You'll specify the time period and the scope. For example:



e Pause alerts for all devices across your entire organization.

o Pause alerts only for your organization-level devices like Mist Edge.
e Pause alerts for specific sites.

e Pause alerts for one site only.

During the specified time period, all alerts are paused for the specified devices and sites. You'll continue
to get the normal alerts for any out-of-scope devices and sites. When the time period elapses, all
enabled alerts resume as usual.

To temporarily pause your alerts:

From the left menu, select Monitor > Alerts.
Click the Alerts Configuration button at the top-right corner of the Alerts page.
Click the Pause Alerts button near the top-right corner of the Alerts: Configuration page.

L =

In the Pause Alerts window, use the Create Rules tab and the Existing Rules tab to create and
manage your pause rules.



Table 14: Create a New Pause Rule

Scope of New Rule Instructions

Pause all alerts across your entire organization. This approach covers your entire organization,
though you can specify the types of devices to
include.

a. Click the Create Rules tab.
b. Click Entire Org.

c. Select one or both check boxes to specify the
types of devices to include:

e Organization—Check this box to include
devices like Mist Edge that are assigned to an
organization, not to a specific site. If the box is
unchecked, you'll receive the normal alerts for
organization-level devices.

e Site—Check this box to include devices that
are assigned to specific sites. This option
includes most devices in your Mist
organization, since onboarding typically
involves assigning devices to sites. If this box
is unchecked, you'll receive the normal alerts
for site-assigned devices.

d. Select the Start Time and End Time.
e. Click Create to save your rule.

The Existing Rules tab appears. If you selected
organization devices only, you'll see one new rule.
If you selected site devices, you'll see a separate
rule for each site in your organization.



Table 14: Create a New Pause Rule (Continued)

Scope of New Rule Instructions

Pause alerts for specific sites. This approach covers only the sites that you specify.
You'll continue to get alerts for other sites as you
normally do.

a. Click the Create Rules tab.
b. Click Site Group + Sites.

c. Click the + button, and then select a group or site.

d. Repeat as needed to add all applicable sites.

NOTE: If you add an site by mistake, click X to
remove it.

e. Select the Start Time and End Time.
f. Click Create to save your rule.

The Existing Rules tab appears. You'll see one rule
for each site that you selected.

@ NOTE: A site can have only one active pause rule. If your new rule includes a site that
already has a pause enabled, a message pops up. Follow the on-screen instructions to
override the old rule or to remove the specified site from the new rule.

Table 15: Manage Existing Rules

Task Options

View the status of a pause. On the Existing Rules tab, look in the Active column.
Green indicates an active rule.



Table 15: Manage Existing Rules (Continued))

Task

Cancel a pause.

Filter the list of pause rules.

Organize the pause rules by date.

5. To close the Pause Alerts window, click Done.

Alerts FAQ

IN THIS SECTION

Options

On the Existing Rules tab, select the check box for
each rule to delete. Then click Delete.

On the Existing Rules tab, start typing in the Filter
box. Matching rules appear.

On the Existing Rules tab, select Group by Start/End
Times. You can expand or collapse each dated
section to show or hide the rules.

When | receive a "Certificate Expiring" alert, what is the timeframe for the expiration? | 152

When | receive a "Certificate Expired" alert, what is the timeframe for the expiration? | 152

On the Alerts Configuration page, why do some alert types have pencil icons? | 152



When | receive a "Certificate Expiring" alert, what is the timeframe for
the expiration?

"Certificate Expiring" alerts, such as RadSec CA Certificate Expiring or SSO IdP Certificate Expiring, first
appear at 30 days before expiry. If don't take action, you'll see additional alerts at 15 days, 7 days, 3
days, and 1 day.

When | receive a "Certificate Expired" alert, what is the timeframe for the
expiration?

"Certificate Expired" alerts, such as Mist Access Assurance CA Certificate Expired or PSK Portal IdP
Certificate Expired, first appear on the first day after expiry. If don't take action, you'll see additional
alerts at 30-day intervals until the certificate is removed or replaced.

On the Alerts Configuration page, why do some alert types have pencil
icons?

On the Alerts Configuration page, you can use the pencil icons to review and change the threshold
values that trigger an alert.

For example, in the Infrastructure section, you'll see a pencil icon next to the ARP Failure alert type. You
can define various numbers to use in the alert trigger: "Alert if there are <number> failures or <number>
clients failing within <number> minutes per server."

Where you see a pencil icon, click it, review or change the parameters, and then click Save.



CHAPTER

Get Started with Marvis

SUMMARY IN THIS CHAPTER

Use the information in this chapter to Marvis Virtual Network Assistant
start using Marvis to improve user Overview | 155

experiences on your network. Subscriptions for Marvis | 156




Meet Marvis

What Do You Want to Do?

Table 16: Top Tasks

If you want to...

Explore Marvis' recommended actions for current
network issues

Get a dashboard view of high-impact network issues.
Drill down to discover the scope of impact and the
recommended actions.

Interact with Marvis to get real-time information and
troubleshooting help

Have an interactive conversation with Marvis by
entering natural-language questions or structured
queries.

Use Marvis on your Android device

View your network from the client’s perspective. Get
detailed data and telemetry about how clients
experience the wireless connection, including insight
into client roaming behaviors.

Access Marvis from Microsoft Teams

Search for devices, view details, troubleshoot, and
search for documentation from the Marvis App for
Microsoft Teams.

Use these resources:

"Marvis Actions Overview" on page 159

"Marvis Conversations and Queries Overview" on page
273

"Marvis Client Overview" on page 291

"Overview of the Marvis App for Microsoft Teams" on
page 357


https://youtu.be/NJ3qFHWQqCQ

Table 16: Top Tasks (Continued)

If you want to... Use these resources:

Use Marvis Minis to proactively assess network "Marvis Minis Overview" on page 237
connectivity and service reachability

By proactively simulating user connections through an
access point (AP), Marvis Minis can help detect and
resolve issues before they impact users.

Marvis Virtual Network Assistant Overview

SUMMARY

Get familiar with the many features that are available with Marvis Virtual Network Assistant.

Marvis® Virtual Network Assistant streamlines network operations, simplifies troubleshooting, and
provides an enhanced user experience. With real-time network visibility, Marvis provides a
comprehensive view of your network from an organizational level to a client level with detailed insights.

As Mist Al monitors your network, it constantly learns from the telemetry data it collects. Marvis uses
this data to deliver better insights and automation that are customized for your network.

Mist Al collects data from wireless LAN (WLAN), LAN, and WAN domains in your network. In addition
to Juniper devices, Marvis also provides visibility into third-party switches connected to Juniper access
points (APs) through Link Layer Discovery Protocol (LLDP). Marvis can provide health statistics for third-
party switches. Examples include Power over Ethernet (PoE) compliance status, misconfigured VLANS,
and switch uptime.

Marvis proactively identifies issues, interprets the scope of the impact, identifies the root causes, and
recommends fixes.

Here are the main components of Marvis:


https://www.youtube.com/watch?v=SeTf_sI81M8

e Marvis Actions—Marvis Actions is a one-stop information center that provides visibility into ongoing
site-wide network issues that affect user experience in an organization. Marvis recommends fixes
and provides insight into root causes. By default, the landing page of Marvis shows the Actions
dashboard for an organization. All super users can view the Marvis Actions dashboard. Other admin
roles can view the dashboard if they have organization-level access.

e Marvis Minis—Marvis Minis is a network digital twin that validates the network and application
services for your network. By simulating user connections, Marvis Minis quickly detects and resolves
issues before they impact users. Marvis Minis is always on and can detect issues even when clients
are not connected to the network. In addition to detecting issues, it also ascertains the overall impact
of the issue—that is, whether the issue impacts an entire site, a specific switch, WLAN, VLAN, server,
or AP.

o Conversational Assistant—Marvis's Al-based conversation interface enables you to ask questions and
get actionable insights into your network in no time. Marvis uses Natural Language Processing (NLP)
with Natural Language Understanding (NLU) to contextualize requests, which accelerates the
troubleshooting workflow. The conversational assistant provides real-time answers for your queries
related to troubleshooting and documentation.

e Marvis Client—A software agent installed on client devices, such as a mobile phone or laptop, to
collect the parameters that help represent a client's network view. The Marvis Android client works
with the Zebra wireless insights to provide enhanced telemetry and visibility into the Zebra client
experience.

¢ Marvis Query Language—A structured format to request data or troubleshoot issues.

With additional updates in 2023, Marvis provides even more functionality, including integrations with
Microsoft Teams and Zoom. Watch this video to learn more.

Subscriptions for Marvis

In addition to your base Assurance subscriptions (Wireless Assurance, WAN Assurance, or Wired
Assurance), you also need Marvis subscriptions for each device.

e Marvis for Wired
e Marvis for WAN
e Marvis for Wireless

For more information about subscription options, activating subscriptions, and related topics, see the
Juniper Mist Management Guide.


https://www.juniper.net/documentation/us/en/software/mist/mist-management/index.html
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Marvis Actions Overview

SUMMARY IN THIS SECTION
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Strength | 165

What Are Marvis Actions?

Marvis® leverages the Mist Al to identify the root cause of issues. Marvis can automatically fix issues
(self-driving mode) or recommend actions that require user intervention (driver-assist mode). The Marvis
Actions page lists the high-impact network issues that Marvis detects. Marvis Actions also displays the
recommended actions for your organization's network. Marvis Actions provides insight into issues
across the wired, WAN, and wireless networks, at the managed service provider (MSP) level,
organization level, and site level. With Marvis Actions, you can track firmware compliance on APs,
identify bad cables, locate L2 loops, detect WAN link outages, and more—all from a single page.

As you add new sites and devices to your network, Marvis Actions scales with ease without any
additional configuration.

With real-time Al-native insight into your network, Marvis Actions enables proactive issue detection and
resolution, resulting in a significant reduction in troubleshooting effort and time.

This video provides an introduction to Marvis Actions.

Marvis Actions Dashboard

The Marvis Actions dashboard is a one-stop information center that provides visibility into ongoing site-
wide network issues that affect user experience in an organization. Super users can view Marvis
Actions. Users with other roles can view Marvis Actions if they are not assigned to any site. You can
review the information to prioritize the issues that need immediate attention.


https://mist.wistia.com/embed/iframe/8nenrk034a

To view the Marvis Actions dashboard, select Marvis > Marvis Actions from the left menu of the Juniper
Mist™ portal.

Here's what the Marvis Actions page looks like. You'll notice that the page displays the information
under three sections. The first section displays different categories. Marvis indicates the number of
issues detected for a category. Note that the categories list only the issues that are currently open at the
organization or site level, irrespective of the time. For example, in the following screenshot, you'll notice
that Marvis lists 15 issues for the Connectivity category.
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3 Other Actions

You can also view the issues for a site.

The second section displays a time series graph of the number of actions created over a specific time
duration, the default being 30 days. You can view either all the actions or only the self-driven actions (if
enabled). All actions include the self-driven actions. Here is an example of how the graph is displayed
when you click All Actions. Note that the total number of actions created in the last 30 days is 72, which
includes the self-driven actions.

Last 30 Days ~

72 Actions All Actions © self Driven

: Dl MM&M l

The last section displays the list of issues that were automatically resolved by self-driving actions (if
enabled) for the selected time duration, the default being 30 days. If you select an action under a
category, then you will see the list of recommended actions instead.



For information about self-driving actions, see "Self-Driving Marvis Actions" on page 166.

12 Resolved Self Driven Actions

Category Type Resolved Time site Devices Issues Status

WAN Edge Non-compliant Jul 23, 2025 1:06:25 AM @ Krsite0s KR-Site-05-SRX320 Backup Firmware Version Mismatch View More Resolved
AP Non-compliant Jul 24, 2025 12:56:33 PM @ kr.site-01 Version mismatch - Upgrade Resolved
AP Non-compliant Jul 22, 2025 9:57:57 PM ® Krsite04 KM-Cupertino-03 Version mismatch - Upgrade Resolved
AP Non-compliant Jul 22, 2025 12:58:36 PM @ krsite0s KR-01-1-01 Version mismatch - Upgrade Resolved u

@ NOTE: The Time Series graph and the Recommended Actions sections display issues for
all possible statuses for a selected action and time duration at the organization or site
level, unlike the categories section that lists only the currently open issues.

Self-Driving Marvis Actions

You can enable self-driving capability for certain Marvis actions by granting permissions to Marvis.
Marvis performs remediation automatically to resolve any issues flagged under that action. For
information about the self-driving capability, see "Self-Driving Marvis Actions" on page 166.

Detailed View of Issues and Marvis Recommended Actions

Each category has a group of actions under it. Each action can have one or multiple issues associated
with it. If Marvis does not detect any anomalies associated with an action, the action appears dimmed
but you can still click the action to view the previous list of Al Validated issues for the action. You can
view details of Marvis Actions that were created in the last two months for an action or a category.

You can click a category to view the actions under that category. If you click an action, you'll see a
detailed view, which includes the issue and recommended action. Marvis provides a recommended
action for all issues.

Here's the Marvis Actions view after drilling down into the Missing VLAN action under the Switch
category. Notice that Marvis provides the details of the site, switch, and the issue (two APs with missing
VLANS). You'll also see that the recommended solution from Marvis is to add the VLAN configuration to
the switch configuration.
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You can use the View More link in the Details column to view specific details about the ports on which
the VLANSs are missing. Here's an example of the page showing the port details.

Missing VLAN Details

2impacted Access Points at ldcup-idf-a-core-4400

Id-cup-idf-a-core-4400
& 7cmm—h7 VLANS 100, 200, 300 missing on p
ot G2,

FcH—1 VLANS 100, 200, 300 missing on p
L3
ot Gi/0/13.

Downloadable List of Issues

You can download the list of issues to a .CSV file format. The CSV file contains all the details visible on
the Actions page, including the reason for failure and the device details. You can find the download
(down arrow) icon on the upper-right corner of the Details section.
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Issue Resolution

After you resolve an issue, you can change the status of an issue or multiple issues.
e To update one issue—Click the Status button at the end of the row, and then click the new status.

e To update multiple issues—Select the check box for each issue to update, or select the top check box
to select all issues. Click the Status button at the bottom of the page, and then click the new status.
This status will be applied to all selected issues.

OFFLINE N

oy
j RECOMMENDED ACTION
For issues with individual APs, please test the cable/port or perform a factory reset. For issues with the entire switch/site, please check the configuration to reach the Mist cloud.

O site Aps Details Date ¥ status

O] Live-Demo 2APs No Ip Address. View More May 24, 2023 01:11 PM Open ~
O/ Live-Demo 2 APs Switch Id-cup-idf-a-sw2 down. View More May 24, 2023 08:08 AM Open ~
O] Live-Demo 5c:5b:35:7e:15:d6 No Ip Address. View More May 16, 2023 11:34 PM Open ~
O] 1oTsite LB_loT_Imagotag_Dongle Locally Offline. @ View More May 10, 2023 03:59 AM Open ~
| Remote_Demo_Site DavidL AP Locally Offline. @ View More May 3, 2023 10:19 AM Open v

Marvis prompts you for feedback, which Mist uses internally to determine the efficacy of the action.

Resolve Action

RESOLUTION

® Solved using the Mis suggested action

O solve nother method (please comment below)
Ok and should be gnored inthe future

O incorrectylsted as an issve

COMMENT

View the Marvis Actions Time Series Graph

The Marvis Actions page displays the creation date and time for each action. The data is presented on a
time series graph, providing a clear and quick overview of the number of actions generated over specific
periods. You can see the trends for both driver-assisted and self-driven actions at the site or
organizational level for the selected duration.
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If you click All Actions, you can view all the actions generated by Marvis for the selected duration. Click
Self-Driven to view the automatically resolved issues. Note that the Self-Driven option is hidden for
actions without the self-driving capability.

Filter Marvis Recommended Actions by Status

The RECOMMENDED ACTION section on the Marvis Actions page provides filters to list issues based
on the status. By default, all issues in the Open status for the selected Marvis Action and duration are
displayed. Click Clear All and press the Spacebar in the filter text box to select a filter criteria. You can
also manually enter the filter criteria directly into the filter text box.

NON-COMPLIANT

There are no records.

Marvis classifies the issues under one of the following states:
o All (no filter option selected)—Lists all the issues for the selected Marvis action.
e Al Validated—Lists all the resolved issues that have been validated as fixed by Marvis.

If you fix an issue and update the status to Resolved by User, Marvis verifies that the issue is resolved
and classifies the issue as Al Validated.



If you fix an issue but don't update the status, Marvis detects that the issue is resolved and changes
the status to Al Validated.

If the issue is fixed by a self-driving action, Marvis validates that the issue no longer exists and
changes the status to Al Validated.

e In progress —Lists issues being fixed manually by users. Marvis continuously monitors in-progress
issues and marks them as Al Validated if it does not observe these issues during the validation time.
The validation time is the time taken for Marvis to mark an open Marvis action as Al validated.

e Marvis Self Driven—Lists issues resolved by the Marvis self-driving feature. After the issue is fixed,
Marvis performs checks to ensure that the issue is indeed resolved. If the issue is not observed
during the validation time, Marvis changes the status to Al Validated. The validation time is the time
taken for Marvis to mark an open Marvis action as Al validated.

e Open—Lists the unresolved issues for the selected Marvis action.

e Resolved by User (applicable to driver-assist actions only)—Lists the issues resolved by users
manually.

For any self-driving action with permissions enabled, Marvis identifies and automatically rectifies the
issue by taking necessary actions. After the issue is resolved, the status of the issue changes to Marvis
Self Driven. Marvis changes the status to Al Validated only after validating that the issue has not
reoccurred.

You can view issues resolved through a self-driven action by selecting the Marvis Self Driven or Al
Validated filter. If you do not select a filter, all issues are listed including any Marvis Self Driven, Al
Validated, and Open issues.

If an issue resolved by a self-driving action reoccurs, then Marvis changes the status of the issue to
Open.

You can click the download (down arrow) icon next to the toggle button to download the list of issues
for your organization or site in CSV format.

Video: Troubleshooting Bad Signal Strength

In this video demo, Marvis recommends actions for bad signal strength.


https://mist.wistia.com/embed/iframe/uaqxy4xhio

Self-Driving Marvis Actions
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Marvis actions provide both driver-assist and self-driving actions. Driver-assist actions require user
intervention based on the details and recommendations provided by Marvis. Here's an example of a
driver-assist action. Marvis provides the necessary details that enable you to address the issue.

BAD CABLE E3

RECOMMENDED ACTION
These devices have a bad cable connected to one or more ports. For Mist APs and Switches, test & replace the cable. For WAN Edges, follow the steps in doc

Filter Q 1-30f3
site Device Details Date status

IN-BNG-Campus bngb-5-corp-sw1 (Switch) Port ge-5/0/15 on bngb-5-corp-sw1 Jul 14, 2025 11:21:49 AM

IN-BNG-Campus bngb-9-avnet-sw1 (Switch) Port ge-0/0/32 on bngb-9-avnet-sw1 Jul 14, 2025 8:41:40 AM

AS-HK-POP nodeT.jphk-ssr-gw1 (Gateway) Port xe-1/0/3 on node1 jphk-ssr-gw1 Jul 14, 2025 7:00:17 AM u

In contrast, when you grant permissions to Marvis, it autonomously initiates self-driving actions to
execute corrective measures without any user involvement. This effectively automates the process of
identifying and resolving issues. For example, a driver-assist action involves a network administrator
having to manually upgrade the firmware on an AP. Conversely, a self-driving action automatically
initiates the firmware upgrade when Marvis detects a firmware non-compliance on an AP.

By utilizing the self-driving capabilities, you can automate simple repetitive tasks, streamline
troubleshooting processes, minimize downtime, and enhance overall network efficiency.

When an issue is fixed by a self-driving action, the status of the issue changes to Marvis Self Driven as
shown in the following example. After the issue is fixed, Marvis performs checks to ensure that the issue
is indeed resolved. If the issue is not observed during the validation time, Marvis changes the status to
Al Validated. The validation time is the time taken for Marvis to mark an open Marvis action as Al
validated.


https://www.juniper.net/documentation/us/en/software/mist/mist-aiops/topics/concept/marvis-actions-aps.html#xd_b2e72d2fc490b097-645c59e9-18817f4f2c4--7bea__section_yz5_lcw_kxb

NON-COMPLIANT o

RECOMMENDED ACTION
These APs are found to be non-compliant with known best practices. Please perform the corresponding action in order to make them compliant.

Filter Q 1-110f 11

@] site Aps Details Date Status

@] KR-Site-04 KM-Cupertino-03 Version mismatch - Upgrade Jul 22, 2025 7:58:10 PM Marvis Self Driven
0 KR-Site-04 KR-01-1-01 Version mismatch - Upgrade Jul 22, 2025 11:00:20 AM Al Validated
O KR-Site-04 il :do Version mismatch - Upgrade Jul 22, 2025 9:40:38 AM Al Validated
0 KR-Site-01 KM-Cupertino-02 Version mismatch - Upgrade Jul 21, 2025 10:59:08 PM Al Validated

The self-driving capability is available for the following actions:

Table 17: Self-Driving Marvis Actions

Category Actions With Self-Driving Capability

AP Non-compliant

Switch Port Stuck (self-driving capability enabled by default)
WAN Edge Non-compliant

Intermittent WAN Connectivity (self-driving capability
enabled by default)

How to Enable Self-Driving Actions

To enable self-driving actions, you must grant Marvis the necessary permissions by using the Marvis Self
Driven button on the Marvis Actions page. You can grant permissions at the organization or site level.
Permissions granted at the organization level are applicable to all sites in the organization. You can
change the permissions at the site level to override the permissions granted at the organization level.

The self-drive permission is disabled by default. If the self-drive permission is disabled for a Marvis
action, Marvis will not attempt to automatically resolve the issue; instead, it provides an option for you
to manually initiate the corrective action.
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Actions with self-driving capabilities are tagged with the Marvis icon, allowing you to easily identify self-

driving actions.

1T WAN

MTU Mismatch /

0
@ 0 Intermittent WAN Co...
=

0 Bad Wan Uplink

0 VPN Path Down

@ (1 Non-compliant

Negotiation Incomplete

When you enable the self-driving feature for an action, the Marvis icon will change as shown in the

following example:

1 WAN

0 MTU Mismatch
0 Intermittent WAN Co...
0 Bad Wan Uplink
0 VPN Path Down
(@ 1 Non-compliant

0 Negotiation Incomplete

You can also enable the self-driving capability for a specific action by using the toggle button in the

Recommended Actions section.
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NON-COMPLIANT [~ +

RECOMMENDED ACTION
These APs are found to be non-compliant with known best practices. Please perform the corresponding action in order to make them complian.

Fitte Q 1101
( site WAN Edge Details Date status
C Site3 $3-5RX320-1 Backup Firmware Version Missing View More Jun 18, 2025 3:13:27 PM Open ~

@ NOTE: You can disable the self-driving capability for an action at any point in time. If you
disable the capability, ongoing self-driving tasks will complete, but subsequent tasks will
not be self-driven.

Once a self-driven action is completed, you can view it by selecting either the All or self-driven filter
options.

Self-Driven Actions Time Series Graph

You can use the time series graph on the Marvis Actions page to view historical patterns or trends for
self-driven actions at the site or organization level, The graph displays the number of self-driven actions
generated for a site or organization for the selected time range.

MARVIS Sy
ACTIONS
Clients 36 Data Center/Application

1 Layer 1

15 Connectivity

8 Wireless

3 Other Actions

2 Port Stuck Actions Allctions @ SeitDriven

- Lok dbddbadl




Click Self-Driven to view the automatically resolved issues. Note that the Self-Driven option is hidden
for actions without the self-driving capability.

Self-Driving Switch Actions

For switches, the self-driving capability is available for the Port Stuck action and is enabled by default.
Marvis automatically bounces the port to fix the issue. Marvis will attempt to bounce the port three
times and if the issue remains unresolved, then Marvis will set the issue status as Open and provide
details of the automatic remediation steps taken. Stopping the automatic bounce after three attempts
prevents continuous port bounce cycles. You can then check whether the port stuck issue is due to a
hardware issue with the device connected to the switch port.

Self-Driving AP Actions

For APs, the self-driving capability is available for the Non-Compliant action. If you enabled the self-
driving capability for this action, Marvis automatically initiates the firmware upgrade on the APs.

Automatic upgrade involves upgrading one AP at a time during periods of low network usage at a site to
minimize network downtime and impact to users. Consequently, if multiple APs need to be upgraded,
the process might take a few days as Marvis upgrades one AP in a 24-hour window during periods of
low site usage to avoid creating any network coverage issues.

Self-Driving WAN Edge Actions

For WAN Edges, the self-driving capability is available for the following actions:

e Non-Compliant—If you enabled the self-driving capability for this action, Marvis automatically
initiates the Snapshot Device feature to update the Junos OS version on the backup partition of an
SRX Series device so that it matches the version that is currently running on the primary partition.

Automatic upgrade involves upgrading one device at a time during periods of low network usage at a
site to minimize network downtime and impact to users. Consequently, if multiple devices need to be
upgraded, the process might take a few days as Marvis upgrades one device in a 24-hour window
during periods of low site usage to avoid creating any network disruption.

e Intermittent WAN Connectivity—The self-driving capability for this action is enabled by default.
When Marvis detects an uplink port on a WAN Edge device that is unable to pass traffic due to one
of the following reasons, it automatically bounces the port to fix the issue:


https://www.juniper.net/documentation/us/en/software/mist/mist-aiops/topics/concept/marvis-actions-switches.html#xd_b2e72d2fc490b097-645c59e9-18817f4f2c4--7ff9__section_clg_p5r_lxb
https://www.juniper.net/documentation/us/en/software/mist/mist-aiops/topics/concept/marvis-actions-aps.html#xd_b2e72d2fc490b097-645c59e9-18817f4f2c4--7bea__section_yz5_lcw_kxb
https://www.juniper.net/documentation/us/en/software/mist/mist-aiops/topics/concept/marvis-actions-wan-edge.html#xd_4be30e5e265c291d--d593239-187dacbbb04--76bf__section_ozf_tgk_bdc
https://www.juniper.net/documentation/us/en/software/mist/mist-aiops/topics/concept/marvis-actions-wan-edge.html#xd_4be30e5e265c291d--d593239-187dacbbb04--76bf__section_kqz_ddp_hhc

e ARP resolution for the gateway fails for the ISP server provided IP address.
e Uplink port does not receive an IP address from the ISP.

Marvis will attempt to bounce the port three times and if the issue remains unresolved, then Marvis
will set the issue status as Open.

Find Self-Driven Actions Using Filters

The RECOMMENDED ACTION section on the Marvis Actions page provides filters to list issues based
on the status. For information about the filter options, see "Filter Marvis Recommended Actions by
Status" on page 164.

For any self-driving action with permissions enabled, Marvis identifies and automatically remediates the
issue by taking the necessary action. After the issue is resolved, the status of the issue changes to
Marvis Self Driven. Marvis then validates that the issue has not reoccurred and then changes the status
to Al Validated.

You can view issues resolved through a self-driven action by selecting the Marvis Self Driven or Al
Validated filter. If you do not select a filter, all issues are listed including any Marvis Self Driven, Al
Validated, and Open issues.

If an issue resolved by a self-driving action reoccurs, then Marvis changes the status of the issue to
Open.

You can click the download (down arrow) icon next to the toggle button to download the list of issues
for your organization or site in CSV format.

Subscription Requirements for Marvis Actions

SUMMARY IN THIS SECTION
Understand how your subscriptions determine the Subscription Types | 172
actions that you'll see on the Actions dashboard. Subscriptions and Actions | 172

Also get familiar with the different actions that are
available for different subscription types (Marvis for
Wired, Marvis for Wireless, and Marvis for WAN).



Subscription Types

The Actions shown on the dashboard differ according to your Marvis subscriptions. If an Action is not
included in your subscription, you won't be able to drill down to the scope, details, and root-level
analysis. For trial subscription, you can access all Actions for the duration of the trial.

Subscriptions and Actions

The following tables show the available actions for each subscription type.

Table 18: Subscription Type: Marvis for Wired Actions

Category Available Actions

Connectivity Authentication Failure
DHCP Failure

Wired Negotiation Incomplete

MTU Mismatch

Loop Detected

Network Port Flap

High CPU

Port Stuck

Traffic Anomaly

Switch Offline

Other Actions Persistently Failing Clients

Access Port Flap



Table 19: Subscription Type: Marvis for WAN Actions

Category

WAN

Available Actions

MTU Mismatch

Bad WAN Uplink

Intermittent WAN Connectivity

VPN Path Down

Non-Compliant

Table 20: Subscription Type: Marvis for Wireless Actions

Category

Layer 1

Connectivity

Wireless

Wired

Available Actions

Bad Cable

Authentication Failure

DHCP Failure

ARP Failure

DNS Failure

Offline

Health Check Failed

Non-compliant

Coverage Hole

Insufficient Capacity

AP Loop Detected

Missing VLAN



Table 20: Subscription Type: Marvis for Wireless Actions (Continued))

Category

Other Actions

Layer 1 Actions

Available Actions

Persistently Failing Clients

SUMMARY

Use the Actions dashboard to resolve Layer 1 issues.

IN THIS SECTION

Bad Cable | 175

Bad Fiber Optics | 176

When you click the Layer 1 button on the Action dashboard, all available Layer 1 actions appear. This
category currently contains two actions: Bad Cable and Bad Fiber Optics.
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NOTE: Your subscriptions determine the actions that you can see on the Actions
dashboard. For more information, see "Subscription Requirements for Marvis Actions "
on page 171.



Bad Cable

Marvis can detect a faulty cable that is connected to an access point (AP), a switch, or a WAN Edge
device.

A faulty cable is one of the root causes of network issues, which manifest as user experience issues. It is
a difficult and time-consuming task to manually identify a faulty cable. Marvis can detect bad cables
easily by using cable data such as frame errors, link statistics, link errors, and traffic patterns.

A bad cable action indicates cable issues that APs, Switches, and WAN edge devices detect at a site. The
details section indicates if a switch, an AP, or a WAN edge device detected the issue.

Marvis monitors APs that reboot frequently to determine if the cause for the reboot is a bad cable. For
example, if one AP reboots frequently while other APs connected to the same switch do not reboot,
then it might indicate a faulty cable.

For a WAN Edge detected issue, you'll need to perform the following steps:
e Ensure that the duplex setting is full duplex on both sides of the link.

e Change the cable to rule out issues due to a defective cable.

e Change the SFP and check the status.

e Change the port to rule out any NIC card issues.

e Change the Layer2 device (modem or router).

The following sample illustrates the issue:

BAD CABLE
RECOMMENDED ACTION
These devices have a bad cable connected to one or more ports. For Mist APs and Switches, test & replace the cable. For WAN Edges, follow the steps in doc
Bad Cable Details X
iiter by Status [oQUN Status | Open x [ECISUN 2 impacted ports at SNV-BLD10-EX2300-SW03. +
O sierserver Device Details SNV.BLD10-6X2300- W03
O wired Assurance S¢ 7(AP) Port Gi1/0/19 on CORP-C-SW-1.mist.local | Port8e1/0/24
Port: ge-1/0/39
C Wired Assurance BYN 3 Ports View More
O Wired Assurance 2 Ports|View More Oct 29, 2025 10:07:23 AM Open »

After you fix the issue, Mist Al monitors the AP, switch, or WAN edge for a certain period and ensures
that the cable issue is indeed resolved. Hence, it might take up to 24 hours for the Bad Cable action to
automatically resolve.


https://mist.wistia.com/embed/iframe/qmjbq1kl8v

Bad Fiber Optics

Fiber optic cables and transceivers that are damaged, degraded, or not functioning properly can
significantly affect the network performance, speed, and scalability. Issues such as physical damage,
wear and tear, using the wrong transceiver, or improper installation can lead to fiber optic failures.
Regular inspections are crucial to detect and fix faulty fiber optics promptly. By utilizing switch reported
events and network statistics, Marvis can help in the early detection of faulty fiber optics, enabling quick
resolution and minimizing network disruptions.

Marvis identifies the following two types of issues:
e Cable related issues, which include CRC errors, link flaps, and packet mismatches
e Fiber optics hardware issues indicated by low-light alarms

The Bad Fiber Optics Marvis action is generated only when both the above issues occur on the same
switch port within a 2-hour window.

BAD FIBER OPTICS

RECOMMENDED ACTION
These devices have bad fiber optics connected to one or more ports. Follow these steps: 1. reseat the transceiver, 2. replace the transceiver, 3. replace the fiber
cable.

Filter by Status Q Clear Al 1-10f1 +
O siterserver Device Details Date status
m] Wired Assurance 2300-12P 2 ports View More Oct 17, 2025 3:17:09 AM Open ~

The View More link provides more details about the issue:



Bad Fiber Optics

Bad fiber optics on switch: 2300-12P:

Port: ge-0/0/2
Port issues: CRC Errors
Port: ge-0/0/3
Port issues: CRC Errors, Link Flaps

SFP

alarm:

Client:

SFP

alarm:

Client:

SFP alarm count: 140, Details:
ge-0/0/2: RX power of optical
interface is low (-16.13 dBm) <
(-13.90 dBm)

4100-firewall-test

SFP alarm count: 140, Details:
ge-0/0/3: RX power of optical
interface is low (-16.13 dBm) <
(-13.90 dBm)

4200-firewall-test

When you see a bad fiber optics Marvis action listed, follow these steps:

e Reseat the transceiver—This procedure involves physically removing the transceiver from its port and
then reinserting it. It's a quick and effective diagnostic step to address connection problems caused
by an improperly seated transceiver.

e Replace the transceiver—If reseating does not resolve the issue, then evaluate whether the

transceiver needs to be replaced.

e Replace the fiber cable—Sometimes the issue might stem from a damaged fiber cable warranting its

replacement.




Connectivity Actions

SUMMARY IN THIS SECTION

How Are Connectivity Failures

Use the Actions dashboard to resolve client
Detected? | 178

connectivity failures.
Authentication Failure | 180

DHCP Failure | 181
ARP Failure | 182
DNS Failure | 183

When you click the Connectivity button on the Actions dashboard, you'll see a list of all available
actions. You can then click an action to investigate further.

MARVIS

Layer 1

4 Other Actions

@ NOTE: Your subscriptions determine the actions that you can see on the Actions
dashboard. For more information, see "Subscription Requirements for Marvis Actions '

on page 171.

How Are Connectivity Failures Detected?

Marvis uses anomaly detection or scope analysis to detect connectivity failures, as follows:



o Anomaly Detection—Marvis detects issues when they start to occur at your site, such as multiple
clients failing for the same reason. Anomalies are failures that occur across most, but not all, devices
on your site. The Details page (Anomaly Detection Event Card), which you can open with the View
More link, lists the component that probably caused the failure. For more information about anomaly
detection, see "Anomaly Detection Event Card" on page 224.

After you fix the issue, the action automatically resolves within 24 hours.

e Scope Analysis—When the failure rate across all clients at your site is 100 percent, Marvis performs a
scope analysis on the issue to determine the root cause of such a failure. Marvis provides the details
of the affected clients—MAC address, VLAN, and WLAN for which Marvis triggers the scope
anomaly. Marvis indicates the issue that needs to be fixed, whether it is a RADIUS, Domain Name
System (DNS), or Dynamic Host Configuration Protocol (DHCP) server; a WLAN; or an access point
(AP). Here is an example that shows how Marvis reports an issue based on scope analysis:

ACTIONS oo setronven =

7L

4 Authentication Failure Actions

AUTHENTICATION FAILURE

seepe  measn

After you fix the issue, the action automatically resolves within an hour.



Authentication Failure

The Authentication Failure action shows both 802.1X and preshared key (PSK) failures. Click the
Authentication Failures button to see the impacted devices and the recommended actions in the lower
part of the page.

@ NOTE: If you see a View More link in the Authentication Failure table, click the link to
open the Event Card. For more information, see "Anomaly Detection Event Card" on
page 224.

802.1x Failures

The 802.1X failures include the following:

o RADIUS Server Missing Events: These events are triggered when a RADIUS server at a site does not
respond to Extensible Authentication Protocol (EAP) requests. This failure to respond results in a high
number of clients failing 802.1X authentication on the wireless LAN (WLAN). Marvis might detect
failures across multiple APs broadcasting to the same 802.1X WLAN. These failures indicate that a
RADIUS server is either configured wrong or is missing from the network. In this case, you'll need to
check if the RADIUS server is online and reachable.

e RADIUS Missing AP Events: These events are triggered when clients connecting to a few APs fail to
authenticate to a WLAN that has a RADIUS server configured for EAP authentication. This RADIUS
event indicates that you have not configured these APs as network access service (NAS) clients on
the RADIUS server. You must add the missing APs to the RADIUS configuration to resolve the issue.

Here's an example that shows how Marvis Actions reports an 802.1X authentication failure. Note the
Authentication Failure Details page showing the information:

AUTHENTICATION FAILURE

RECOMMENDED ACTION

Ol situs | open < 1404 )
Reason Details
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Authentication Failure Details

TIMELINE

SUMMARY CAUSES DETAILS

2 auth 3,2025, 9:30.00 PM
A majoriy of falures were due to, specicaly BEE | OFC.
faled

802.1X aut

Sitewide Impact

+. IS

@ auTH

@ NOTE: Marvis detects authentication failures even in wired-only deployments.

PSK Failures

Marvis detects PSK failures when an unusually high number of clients fail to authenticate to a PSK
WLAN due to a PSK mismatch. To resolve PSK failure errors, you'll need to verify the PSK for your
WLAN and clients. A possible cause could be a recent PSK change that was not communicated to users.

DHCP Failure

The DHCP Failure action appears when Marvis detects DHCP failures due to offline or unresponsive
DHCP servers (DCHP timeouts).

Marvis provides details about these DHCP servers, enabling you to troubleshoot and resolve the
problem quickly. When you see a DHCP Failure action, ensure that the DHCP servers are online and can
lease IP addresses.

@ NOTE: For wired-only deployments, you must enable DHCP snooping for Marvis to
detect DHCP failures.

If you see a View More link in the DHCP Failure table, click the link to open the Event Card. For more
information, see "Anomaly Detection Event Card" on page 224.



DHCP FAILURE

RECOMMENDED ACTION

‘The following DHCP server(s) are not responding. Please check if they are online and able to lease IP addresses.

Live-Demo AP Near Mary
Live-Demo All WLANS failing
Live-Demo 2 APs on WLAN Mist_loT
Live-Demo DHCP Server 192.168.2.1
Live-Demo VLAN 120

Details

View More

Affects 5 Clients

Affects 8 Clients

Affects 8 Clients

Affects 87 Clients

Date. Status

Nov 3, 2025 9:30:00 PM
Oct 31, 2025 5:21:06 AM
0Oct 29, 2025 7:33:18 AM
Oct 29, 2025 5:10:38 AM

Oct 28, 2025 5:08:08 PM

150f5

+

| ARP

An Address Resolution Protocol (ARP) Failure action appears when an unusually large number of clients
experience issues with the ARP gateway. These issues include Gateway ARP timeout and excessive ARP.
When you see an ARP Failure action, you must verify that the gateway is online and reachable. You must

DHCP Failure Details

TIMELINE

AN
kil MR

SUMMARY

DHCP

oct30 Ot 31

CAUSES

Server

Amajorty of failures were Gue o speciically Falling |

DHCP OFFER.

@ ophHee

Failure

x

@ anomaly Il Failures T Impacted Clients

I i A A

DETAILS

sitewide Impact

medium

also ensure that the network is free of congestion.

Site/ Server

Live-Demo

Live-Demo

Live-Demo

Filter by Status

ARP FAILURE

RECOMMENDED ACTION

o | T
o
WLAN Guest
2APs

ARP Server 192.168.2.1

Details

View More

Affects 13 Clients

Affects 7 Clients.

Based on the failure reason, please check if the ARP gateway is online and reachable o if there is congestion in the network.

Date status

Nov 3, 2025 9:30:00 PM
Oct 29, 2025 10:42:16 PM

Oct 28, 2025 5:08:36 PM

13013
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ARP Failure Details x

TIMELINE & anomaty Il Falures T impacied Cliemts

oA
oaz oam

| ‘ . !
ATk ||||||I|||I il Il I
000000 A Ol

SUMMARY causes DETAILS
aRe v 3, 2025, 330:00PM Sitewide Impact

A majority of fallures wers due o, specifically ok | e
Consecutive Def-Gw ARP reply Tx failed.

Q| arp

DNS Failure

Marvis detects unresponsive DNS servers for your site if a large number of clients experience DNS

errors when using the network. If you see this action on your dashboard, you need to check that all your
DNS servers are online and reachable.

DNS FAILURE

RECOMMENDED ACTION

The following DNS servers are not responding. Please check if they are online and reachable.

Fiter by Status Pl s | open 13035
site server Reason Detais Date status

Live-Demo DNS Server 10.65.48.67 View More Nov 3, 2025 9:30:00 PM

Live-Demo All WLANS failing Affects 6 Clients Oct 30, 2025 5:35:29 PM

Live-Demo AP 5c: aon WLAN Mist_loT Affects 3 Clients Oct 28, 2025 5:08:07 PM

DNS Failure Details x

TIMELINE

I
A

oazs oct30

SUMMARY
DNS

A majority of failures were due to , specifically Failing
DNS query.

& bns

A

[\
|||||.I|.||||.II|| |||I|J |||| " il

o3t Nov1

CAUSES

Server

& anomaly Il Failures T Impacted Clients

Il I
AT (A

Nov3 Nova

DETAILS

sitewide Impact




@

NOTE: If you see a View More link in the DNS Failure table, click the link to open the

Event Card. For more information, see "Anomaly Detection Event Card" on page 224.

Wireless Actions

SUMMARY

Use the Actions dashboard to resolve issues
affecting your access points (APs).

When you click the Wireless button on the Actions dashboard, you'll see a list of all available actions.
You can then click an action to investigate further. Available actions are described later in this topic.

IN THIS SECTION

Offline | 185

Health Check Failed | 185
Non-Compliant | 186
Coverage Hole | 186
Insufficient Capacity | 187
AP Loop Detected | 188

ISP Offline | 189

MARVIS

ACTIONS

T Layer 1

4 Other Actions

o
l

Marvis Self Driven

39 Data Center/Application
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@ NOTE: Your subscriptions determine the actions that you can see on the Actions
dashboard. For more information, see "Subscription Requirements for Marvis Actions "
on page 171.

Offline

Marvis detects APs that are offline due to lack of power, loss of cloud connectivity, or any other issue.
Marvis can determine the scope of Offline AP actions such as these:

e Asite is down and all APs at the site have lost cloud connectivity.

e A switch is down and all APs connected to the switch have lost cloud connectivity.
e An AP is locally online (heard locally but not connected to the cloud).

e An AP is locally offline (not heard locally and not connected to the cloud).

Here's an example of an Offline action where Marvis identifies three APs that are offline:

OFFLINE

AP Offline Details x
_SM us | Open % 1-3 of L 3
2 ‘ 2impacted Access Points at Live-Demo el
aps Detaits status
Id-cup-1df-a-sw2

B Lp_APEng Port: ge-0/0/11.
B LD_Testbed MD POt ge-0/0/3.

Health Check Failed

Marvis reports health check failures when it detects potential hardware or software issues.
Marvis shows the Health Check Failed action for these types of issues:
e Issues that cannot be debugged, meaning that the AP needs to be replaced.

e A software issue that a newer firmware resolves. You can use the Upgrade button to upgrade the
firmware directly from this page.



@ NOTE: After you fix the hardware or software issue, Mist Al monitors the AP for a
certain period to ensure that it is operating normally. Hence, it might take up to 24 hours
for the Health Check Failed action to automatically resolve and appear in the Latest

Updates section.

In this example, Marvis identifies an AP that failed the periodic health checks and needs to be replaced.

HEALTH CHECK FAILED

Non-Compliant

Marvis monitors the firmware version running on all the APs at a site. The Non-Compliant action flags
APs running a firmware version that is older than the version running on the other APs of the same
model at the site. You can upgrade the APs from the Marvis Actions page without having to visit the
site.

After you upgrade the APs to the proper version, the Non-Compliant action automatically resolves

within 30 minutes.

@ NOTE: The Non-Compliant Marvis action is a self driving action. By default, the self-
driving capability for the Non-Compliant action is disabled. For information about the
self-driving capability and how you can enable it, see "Self-Driving Marvis Actions" on

page 166.

Coverage Hole

The Coverage Hole action detects coverage issues at your site and provides a floor plan indicating the
APs with the issues. Use this visual to locate areas with low coverage. Then make necessary
improvements, such as adding APs, upgrading firmware, changing AP placement, or increasing the power

output of existing APs.



@

advantage of the Coverage Hole visibility.

NOTE: You need to have a floor plan already set up in Location Live View to take

In the following example, Marvis pinpoints a site that is facing frequent coverage issues:

COVERAGE HOLE

RECOMMENDED ACTION

T1of1

+

Here's the floor plan visual showing the affected AP (highlighted):

Live-Demo - 5 GHz - 1 Impacted AP
01 - Office

Name

&
| g |

- LD_APENg

f

5]

T

&

B LD Testbed_MD

F-L;,.a
818y

[0 Unaffected APs

Selected Access Point

Coverage SLE

[ Primary Impacted APs

0%

[ impacted Neighbor APS

a

After you fix the issue in your network,

action to automatically resolve.

Insufficient Capacity

The Insufficient Capacity action detects capacity issues related to an abnormal increase in an AP’s
utilization. This action usually occurs when client traffic peaks significantly. Marvis provides a floor plan
visual indicating the APs experiencing capacity issues. You can use this visual representation to find the

affected APs and make design improvements.

Mist Al monitors the network for a certain period to ensure that
the coverage is sufficient for the network. Hence, it might take up to 24 hours for the Coverage Hole




@ NOTE: You need to have a floor plan already set up in Location Live View to take
advantage of the Insufficient Capacity visibility.

INSUFFICIENT CAPACITY

o e

sie server ars Deas Buce status

AP Loop Detected

Marvis can detect a loop in your network based on the AP receiving the same packet that it sent out.
With AP-based loop detection, Marvis detects loops caused by duplicate datapaths in the following
scenarios:

e Traffic from the same VLAN tunneled to the Mist Edge device and locally bridged to the switch port
to which the AP is connected.

e Traffic from the same VLAN transported through two different tunnels to a Mist Edge device.
e Port flapping caused by persistent Spanning Tree Protocol (STP) topology changes.

Marvis identifies the exact location at your site where the traffic loop is occurring and shows you the
affected switch and AP. Here's an example. You can use the View More link in the Details column to
view specific details about the issue. In this example, you can see that Marvis provides the cause for the
loop, the VLAN ID, details of the AP, and the switch to which the AP is connected,



AP Loop Detected Details x
AP LOOP DETECTED
WLAN Misconfigured Details
RECOMMENDED ACTION Loop caused by Duplicate Tunnel for sed
Loop has been detected for below APs. Please WLANS for same VLAN C—
30 KR-Site-02-EX2300
site / server Aps Details pate status
Wired Assurance 5S¢ > Loop caused by Duplicate Tunnel for WLANs for same VLAN] View More| Oct 29, 2025 5:00:21 PM Open ~
Wired Assurance 5¢: 5 Loop caused by Duplicate WLAN forwarding for same VLAN View More Oct 29, 2025 4:33:38 AM Open ~
ISP Offline

While the AP Offline Marvis action flags APs that are offline due to a local network or cloud
connectivity issue, the ISP Offline action focuses on APs that are offline due to ISP-related issues.
Marvis detects APs that are offline due to, for example, issues with routing, DNS, incorrect network
settings, or ISP regional outages.

Marvis can assess the scope of the issue, that is, it determines whether the issue is limited to APs in a
specific site or APs across multiple sites. In addition, Marvis can also pinpoint the ISPs through which the
impacted APs were connected, which makes the troubleshooting process easier.

Here's an example that shows an ISP Offline action. You can see that Marvis provides the details of the
ISP such as name, ISP’s Autonomous System Number (ASN), and region. It also lists the date and time
from when the APs are offline. Marvis lists each impacted site separately with the list of offline APs and
ISP details.

TSP Offfine 3

ISP OFFLINE Ll Primary Sce

b
oc.

RECOMMENDED ACTION APA3E

APs on these Sites are found to be offline. Please check ISP connection to the site. 5P Detaits

Gas, 202491617 M ™

NET4

Filter by Status SR status | Open > JRSTRINI

site / Server APs Details Date status

Wired Assurance 3APs ISP issue with NET4 [View More Oct 31, 2025 12:01:30 AM Open ~

If you see an ISP Offline action, here are some of the steps that you can take:
e Check the ISP’s portal to find out if there is any outage reported.
o Check the router or modem configuration for any changes.

e Contact the ISP support team.



Wired Actions

SUMMARY

Use the Actions dashboard to resolve issues
affecting your switches.

When you click the Wired button on the Actions dashboard, you'll see a list of all available actions. You
can then click an action to investigate further. Available actions are described later in this topic.

IN THIS SECTION

Missing VLAN | 191
Negotiation Incomplete | 192
MTU Mismatch | 192

Loop Detected | 193
Network Port Flap | 194
High CPU | 194

Port Stuck | 196

Traffic Anomaly | 197
Misconfigured Port | 198
Switch Offline | 199

MARVIS

ACTIONS

4 Other Actions

39 Data Center/Application

@ NOTE: Your subscriptions determine the actions that you can see on the Actions
dashboard. For more information, see "Subscription Requirements for Marvis Actions "

on page 171.

190



Missing VLAN

The Missing VLAN action indicates that a VLAN is configured on an AP but not on the switch port. As a
result, clients are unable to communicate on a specific VLAN and are also unable to get an IP address
from the DHCP server. Marvis compares the VLAN on the AP traffic with the VLAN on the switch port
traffic and determines which device is missing the VLAN configuration.

The switch can either be a Juniper EX Series or QFX series switch, or a third-party switch.

In the following example, Marvis identifies two APs that do not see any incoming traffic due to a missing
VLAN configuration. Marvis also identifies the specific switches that are missing the VLAN configuration
and provides the port information, thereby enabling you to mitigate this issue with ease.

Missing VLAN Details x
MISSING VLAN &

2impacted Aca

oints at Id-cup-idf-a-core-4400

Id-ct
& L0_APEng VLANS 100, 200, 300 missing on p
o« EEESIE ort Git/0/21 et > 4

i Server Switch Detnits [El LD Testbed MD VLANS 100, 200, 300 missingon p [,
ort Git/0/13,

When you see a Missing VLAN action, you can go to the Client Events section on the AP Insights page
and check for failures on the VLAN that is reported in the Missing VLAN action. You can verify whether
all the clients connecting on that VLAN are experiencing DHCP failures.

@ NOTE: If you need more information, you also can use the left menu to go to the
Switches page. There, click on the switch to view the information for each port, including

VLANS.
Front Panel  Port List
EX3400-48P < CPU . Memory m Temp POE @ PSUs @ Fans
g 8 ¢ )
= pm T s = = [ & N
(] (] = £
ge-040/13 <«
METRIC copmd PROPERTIES STATISTICS
INSIGHTS STATUS
. LOCATION not on floorplan IP ADDRESS ®10.2.1.14 {vian 1)
MAC ADDRESS MIST APS
] MODEL EX3400-48P WIRELESS CLIENTS
N VERSION  23.aR18 TOTAL POWER DRAW
0de
N TEMPLATE UPTIME

SWITCH PHOTOS LAST SEEN

LAST CONFIG

Switch Configuration

Disable Configuration Management.



After you fix the issue in your network, Mist Al monitors the switch for a certain period and ensures that
the missing VLAN issue is indeed resolved. Hence, it might take up to 30 minutes for the Missing VLAN
action to automatically resolve.

For more information about the Missing VLAN action, watch the following video:

Negotiation Incomplete

The Negotiation Incomplete action detects instances on switch ports where autonegotiation failures
occur. This issue can occur when Marvis detects a duplex mismatch between devices due to the
autonegotiation failing to set the correct duplex mode. Marvis provides details about the affected port.
You can check the configuration on the port and the connected device to resolve the issue.

The following example shows the details for the Negotiation Incomplete action. Notice that Marvis lists
the switch and the port on which the autonegotiation failed.

NEGOTIATION INCOMPLETE

RECOMMENDED ACTION

Site/ Server Switch Detaits Date Status

After you fix the issue in your network, the Negotiation Incomplete action automatically resolves within
an hour.

MTU Mismatch

Marvis detects MTU mismatches between the port on a switch and the port on the device that is
connected directly to that switch port. All devices on the same Layer 2 (L2) network must have the same
MTU size. When an MTU mismatch occurs, devices might fragment packets resulting in a network
overhead.

You'll need to review the port configuration on the switch and the connected device to resolve the issue.
Here's an example of an MTU mismatch identified by Marvis. The Details column lists the port on which
the mismatch occurs.


https://mist.wistia.com/embed/iframe/iomz6acta4

MTU MISMATCH

Filter by Status
(m] site / server
O CH2

DC1
(] DC1
B CH2

(eQMl Status | Open

RECOMMENDED ACTION
MTU mismatch detected on the ports below. Please verify the interface co

switch

209sw2

105sw2

105sw1

209sw1

Port: et-0/0/53.

Port: et-1/0/53.

MTU Mismatch Details X

2 impacted ports at | '209sw2.

209sw2

Details

MTU Mismatch on 2 ports |View More
MTU Mismatch on 2 ports View More
MTU Mismatch on 2 ports View More

MTU Mismatch on 2 ports View More

Date status

Oct 6, 2025 9:29:59 PM Open ~
Oct 6, 2025 9:29:29 PM Open ~
Oct 6, 2025 9:29:11 PM Open ~
Oct 6, 2025 9:28:08 PM Open ~

Loop Detected

The Loop Detected action indicates a loop in your network resulting in the switch receiving the same
packet that it sent out. A loop occurs when multiple links exist between devices. Redundant links are a
common cause for L2 loops. A redundant link serves as a backup link for the primary link. If both links
are active at the same time and protocols such as the Spanning Tree Protocol (STP) are not deployed
properly, a switching loop occurs.

Marvis identifies the exact location at your site where the traffic loop is occurring and shows you the
affected switches. Here's an example:

LOOP DETECTED

RECOMMENDED ACTION

Loop Detected Details

Id-cup-idf-b

-cup-idf-d-vC

d-cup-idf-a-core-4400

3 impacted Switch at Live-Demo

Switching loops are listed under Switch Events on the Switch Insights page. In the following example,
you can see the STP topology change listed.

Port BPDU Blocked
Port Up (D

STP Topology
Changed

Port Down
Port Up (D
Port Down
Port Up(

Port Down

Configured

Switch Events

mge-0/0/0

ge-0/0/10

£e-0/0/10

ge-0/0/10

ge-0/0/10

ge-0/0/10

£e-0/0/10

125 Total 65Good 19 Neutral 41 Bad

Model

Text

Version

EX4000-12MP
TopeChgCnt 3, RootlD 32768.6¢:7 ), RootCost 0, RootPort

24.4R1-52.15




Network Port Flap

The Network Port Flap action identifies trunk ports that bounce persistently for at least an hour. For
example, three flaps per minute for an hour. Ports configured as trunk ports are used to connect to other
switches, gateways, or APs as individual trunk ports, or as part of a port channel. Port flapping can occur
due to a bad cable or transceiver causing one-way traffic or LACPDU exchange, or continuous rebooting
of an end device connected to the port. The following example shows the details that Marvis Actions
provides for a Network Port Flap action:

NETWORK PORT FLAP

Port Flap Details x
1impacted port at Live-Demo.

S s | Open o1y 4
19-cup-idf-b

POrt ge-1/0/16. Client: unknown

You can view the port up and port down events under Switch Events on the Switch Insights page. Marvis
does not list slow port flaps as an action unless the flapping frequency increases. Marvis continues to
monitor the slow port flapping to determine the severity of the issue. If the flapping becomes excessive,
Marvis lists it as an action after considering the frequency and severity. You can use the conversational
assistant to view details about slow port flaps.

For details about access port flaps, see "Access Port Flap" on page 208,

You can disable a persistently flapping port directly from the Marvis Actions page. In the Network Port
Flap actions section, select the switch on which you want to disable a port and click the DISABLE PORT
button.

The Disable Port page appears, listing the ports that you can disable. You cannot select a port if it is
already disabled (either previously through the Actions page or manually from the Switch Details page).

When you disable a port, the port configurations on the selected ports change to disabled and the ports
go down. After you fix the issue, you can re-enable these ports by editing the port configuration on the
Switch Details page. After you re-enable the ports, you can reconnect the devices to the ports.

After you fix the issue in your network, the Port Flap action automatically resolves within an hour.

High CPU

Marvis detects switches that constantly have high CPU utilization (> 90%). Various factors can cause
high CPU utilization: multicast traffic, network loops, hardware issues, device temperature, and so on.
The High CPU action lists the switches, the processes running on the switch along with the CPU


https://mist.wistia.com/embed/iframe/rkux3jldol

utilization rate, and the reason for the high utilization. In the following example, you see that the fxpc
process has high CPU utilization, and the cause for the high utilization is the use of noncertified optics
on the switch:

HIGH CPU

..........

sssssssssssss

If you see a High CPU action, you can go to the Insights page for the switch and analyze the CPU
Utilization chart under Switch Charts. Here's an example:



Monitor [ e | e ] i

Io-cup-idf-a-core I Last 7 Days =

e

Office:

p-idf-a-core

Swiich Eventz

1200 A Apr 75 - 10 FM My 3

-

[ CPU Utitration

- |

2 a z [
T30AM - E30 AM Apr 350 1.3 GE, O Port Ermors
Switch Events 7 Total :2Good Aneuiral 1 Ead | Showing All Types w | 21 Fo »
Configured
& Version pEEC K]

Config Changed by
user . Mode! EXAT0-LINF
Configured Text UI|_COPMT_COMPLETED: © comimit complete
Config Changed by
p g o
Canfgured
Config Changed by
User
Configured v
Table Capacity

WAL Address Table ARP Tahle Route Summary

< 1% < 1% < 1%

| ¢ Sesrch Entries | | § Sesrch Entries | | § Sesrch Entries
Switch Charts Al ports

¢ ViEw Live Process Detsl & Miemary Ldkzton

AN UL AN A EE T AN AR

RE 1A% Kig

Port Stuck

The Port Stuck action detects a difference in traffic pattern on an access port of a switch, such as no
transmitted or received packets, indicating that the client connected to the port is not operating
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normally. In the following example, you'll see that Marvis Actions recommends that you bounce the port
and verify if the client starts operating normally. Notice that in addition to the port number, Marvis also
lists the client (in this case, a camera) that is connected to the port and the associated VLAN.

PO TR Port Stuck Details X ® @

1impacted port at Live-Demo.

£X3400-48P-1

Port ge-0/0/40

When Marvis detects a port stuck issue, it initiates an automatic port bounce to fix the issue. If the
automatic port bounce fails to resolve the issue, Marvis lists it as an action. You can view the automatic
bounce action under Switch Events on the Switch Insights page as shown in the following example. The
graph on the right shows the traffic before and after the port bounce. You'll see that before the port
bounce only the Tx traffic is seen (indicated in green). After the port bounce, you'll see that the Rx traffic

is also seen.

@ NOTE: The self-driving capability for the Port Stuck action is enabled by default. For
information about the self-driving capability, see "Self-Driving Marvis Actions" on page
166.

32 Bytes | ge-0/0/6
Switch Events STotal 1Good 2Neutral 2Bad All Event Types
I Port Down ge-0/0/6 \ |
Bounce Port g0/
Port U ge-0/0r6 | 1 |
I i [ L L S )
| rorcoomn geor

Bounce Port ge-0/0/6.
1.5MBTX, 0B RX

Traffic Anomaly

Marvis detects an unusual drop or increase in broadcast and multicast traffic on a switch. It also detects
any unusually high transmit or receive errors. Like the Anomaly Detection view for connectivity failures,
the Details view shows a timeline, the description of the anomaly, and details of the affected ports. If
the issue affects an entire site, Marvis displays the details of the affected switches and port details for

each affected switch.



TRAFFIC ANOMALY

sumnary cavss

Misconfigured Port

When a switch is connected to another switch, communication requires common properties on the
ports. To detect misconfiguration, Marvis compares these properties on the uplink ports:

e Speed

e Duplex

¢ Native VLAN
o Allowed VLAN

e MTU

= | sl N AT

e Port Mode (both ports “access” or both ports “trunk”)

e STP Mode (both ports “forwarding”)

On the Actions dashboard, click Switch > Misconfigured Port to see the issues and the recommended

action in the lower part of the screen.

MISCONFIGURED PORT

RECOMMENDED ACTION

Configuration mismatch found on the switches below. Please verify the interface

Filter by Status (RN status | Open JESEEE

0 Site / Server

] Mist Office

Switch

2 Switches

Al

Details

Multiple causes |View More;|

Misconfigured Port Details

Switch link details with Missing VLAN (500, 999), Duplex mismatch
fc:! :0a Port: "ge-0/0/10"
ad 00 Port: "ge-0/0/0"

Switch link details with Missing VLAN (500, 399), Duplex mismatch
fc! :0a Port: "ge-0/0/9"
ad %00 Port: "ge-0/0/1"

Oct 31, 2025 11:45:36 PM

Open +

Click the View More link to see the MAC addresses and ports.
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https://youtu.be/diXLasM6RWU

Switch Offline

Marvis detects switches that are disconnected from the Juniper Mist cloud. Switches can go offline due
to many reasons including the following:

e Power issues

e Faulty cable

e Required firewall ports are not open
¢ Incorrect configuration

When a switch goes offline, Marvis monitors the switch to check the duration of the offline status. If the
switch is offline for more than three minutes, Marvis generates the Switch Offline action. Note that the
Switch Offline infrastructure alerts and events on the Switch Insights page show up as soon as a switch
goes offline.

Here's an example that shows the the Switch Offline Marvis action. Click the View More link to view
details of the switch that is offline. If you click the switch name, then you can view the Insights page
where you can view the event listed under Switch Events.

SWITCH OFFLINE

Switch Offline x
RECOMMENDED ACTION
g . | switch Details

57
209Mb3f7d39 Wired Assurance

(4400-48MP S 635559
Q EX4400-48M Oct 30, 2025 6:35:55 PM

Site / Server Switch Details Date Status

Open =

Q
To troubleshoot a switch that is offline, see Troubleshoot Your Switch Connectivity.
WAN Actions
SUMMARY IN THIS SECTION
Use the Actions dashboard to resolve issues MTU Mismatch | 200

affecting your WAN Edge devices. Intermittent WAN Connectivity | 201


https://www.juniper.net/documentation/us/en/software/mist/mist-wired/topics/task/troubleshoot-switch-mist.html

Bad WAN Uplink | 201
VPN Path Down | 202
Non-Compliant | 203

Negotiation Incomplete | 203

When you click the WAN button on the Actions dashboard, you'll see a list of all available actions. You
can then click an action to investigate further. Available actions are described later in this topic.

MARVIS niie Org. ~
AcCTIONS

- 39 Data Center/Application

4 Other Actions

@ NOTE: Your subscriptions determine the actions that you can see on the Actions
dashboard. For more information, see "Subscription Requirements for Marvis Actions "
on page 171.

MTU Mismatch

Marvis detects MTU mismatches between a port on the WAN Edge device and a port on the directly
connected device. All devices on the same Layer 2 (L2) network must have the same MTU size. When an
MTU mismatch occurs, devices might either fragment packets resulting in a network overhead or discard
packets. The Details column lists the port on which the mismatch occurs. You'll need to review the port
configuration on the WAN edge device and the connected device to resolve the issue.

MTU MISMATCH




Intermittent WAN Connectivity

The Intermittent WAN Connectivity action identifies interface-related issues on WAN Edge devices such
as uplink interface not receiving an IP address or the gateway ARP not being resolved for the uplink.
These issues can cause poor user experience and result in an unhealthy WAN link. You might see errors
in forming the overlay.

When you see an Intermittent WAN Connectivity action, we recommend that you check the uplink
connection on your device to troubleshoot the issue. Marvis highlights the issue indicating the need to
check the connection as shown in the following example:

INTERMITTENT WAN CONNECTIVITY

®
8

RECOMMENDED ACTION

The following uplink interfaces have been experiencing issues & are unhealthy, Please check their connection.

Fiter by satus < COEEm 12025 &

O sitesServer WAN Edge Details. Date Status

o Mist Office AAP! 82P2 Network issues on WAN interface cradle-point View More Oct 29, 2025 10:23:29 PM Open ~

An Intermittent WAN Connectivity action can be triggered when the ARP resolution for the ISP server's
gateway IP address fails. The ISP ARP failure occurs when the WAN Edge device is unable to resolve the
gateway's IP address to its corresponding MAC address. This issue can lead to network connectivity
issues, as traffic cannot pass through the gateway, preventing the WAN Edge device from accessing
external networks or Internet services.

Failure to obtain an IP address from the ISP can also trigger this action. In this case, the WAN Edge
device is unable to connect to the Internet as it is unable to obtain an IP address from the ISP DHCP
server.

@ NOTE: The self-driving capability is enabled for the Intermittent WAN Connectivity
action by default. When Marvis detects an ISP ARP or ISP DHCP failure, it initiates an
automatic port bounce in an attempt to fix the issue. If the automatic port bounce fails
to resolve the issue, Marvis lists it as an open action. For information about the self-
driving capability, see "Self-Driving Marvis Actions" on page 166.

Bad WAN Uplink

The Bad WAN Uplink action identifies instances where the uplink interfaces on your Juniper Networks®
SRX Series Firewall or Session Smart™ Router are experiencing issues due to poor LTE connectivity. For
a bad LTE WAN link, Marvis shows a timeline of signal strength. This timeline view is like the Anomaly



Detection view for connectivity failures. Marvis automatically finds and displays the worst signal
strength metric during this time. Marvis displays any one of the following signal strength metrics:

e Received signal strength indicator (RSSI)
e Reference Signal Received Power (RSRP)

e Signal-to-noise ratio (SNR)

BAD WAN UPLINK ® @
RECOMMENDED ACTION
The following uplink interfaces have been experiencing issues & are unhealthy. Please check their connection.
Filter by Status [oWMN Status | Open 1-30f3 L2
@] Site / Server WAN Edge Details Date Status
O Live-Demo e o-branch1 Port Ite - Poor LTE Signal Strength Oct 29, 2025 2:49:08 AM Open ~

After you fix the issue in your network, Mist Al monitors the WAN link for a certain period of time to
see if users are experiencing any issues. Hence, it might take up to 24 hours for the Bad WAN Uplink
action to automatically resolve.

VPN Path Down

Marvis monitors the VPN paths that are associated with WAN edge nodes (Juniper Networks® SRX
Series Firewall or Session Smart™ Router) in the overlay network. If VPN tunnels or peer paths toward a
hub go down, Marvis displays the VPN Path Down action so that you can take immediate action. In the
following example, Marvis reports that a hub gateway is down. Notice that Marvis provides detailed
information such as the impacted sites, applications, and clients.

VPN PATH DOWN

‘‘‘‘‘‘

For SSR Series Routers, the VPN Path Down action lists the specific type of peer path that is down:

o Spoke Interface Unreachable—All the peer paths originating from a spoke interface are down as the
interface is down.



e Spoke Gateway Unreachable—All the paths originating from a spoke are experiencing a peer path
down issue.

e Hub Gateway Unreachable—All the paths terminating at a hub are experiencing a peer path down
issue.

e Hub Interface Down—All the paths to a hub interface are down as the hub interface is down.

After you fix the issue in your network, Mist Al monitors the VPN path for a certain period of time to
see if users are experiencing any issues. Hence, it might take up to 24 hours for the VPN Path Down
action to automatically resolve.

Non-Compliant

Marvis monitors the Junos OS version running on the primary and backup partitions on SRX Series
devices at a site. The Non-Compliant action flags an SRX device if the Junos OS version on the backup
partition is different from the version running on the primary partition.

The following example shows the details for the Non-Compliant action. You can click the View More link
to view the details.

NON-COMPLIANT Non-compliant Details X ® ©

4R2549
20283525

o CHEEE 50 AM 20125 4

.......

After you upgrade the backup partition on the SRX Series device to the proper version, the Non-
Compliant action automatically resolves within 30 minutes.

@ NOTE: The Non-Compliant Marvis action is a self driving action. By default, the self-
driving capability for the Non-Compliant action is disabled. For information about the
self-driving capability and how you can enable it, see "Self-Driving Marvis Actions" on
page 166.

Negotiation Incomplete

The Negotiation Incomplete action for WAN Edges detects instances on the WAN Edge ports where
autonegotiation failures occur. This issue can occur due to a duplex mismatch between the WAN Edge



and the connected device due to the autonegotiation failing to set the correct duplex mode. Marvis
provides details about the affected port. You can check the configuration on the port and the connected

device to resolve the issue.

NEGOTIATION INCOMPLETE

Data Center/Application Actions

SUMMARY IN THIS SECTION

Use the Actions dashboard to resolve issues Data Center Actions | 205

affecting your data centers or applications. Reachability Failure | 205

When you click the Data Center/Application button on the Actions dashboard, you'll see a list of all
available actions. You can then click an action to investigate further.

MARVIS

ACTIONS . Marviself Driven =

Layer 1

4 Other Actions
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I Data Center Actions

If you manage your enterprise network with Juniper Mist and your data centers with Juniper Apstra, you
can click Data Center Actions to quickly view what the Marvis Virtual Network Assistant for Data

Center has collected.

@ NOTE: For Data Center Actions to be visible, you must perform some configuration in
both your Juniper Mist portal and your Juniper Apstra Cloud Services portal. See Access

Apstra Cloud Services.

When you click Data Center Actions, a new browser window or tab displays the Marvis Actions page in
your Juniper Apstra Cloud Services portal. See Figure 1 on page 205.

@ NOTE: To launch the Apstra Cloud Services portal, you need a user role that provides
access to Marvis Actions (organization-level view).

Figure 4: Marvis Actions Page on Juniper Apstra Cloud Services Portal

ACTIONS Astes > LATEST UPDATES 4

O Traffic Capacity
’—J N
19 Connectiviy \ " oseany

55555555

INCORRECT CABLING

Reachability Failure

Marvis highlights application reachability failures detected by Marvis Minis as an action. Marvis Minis
validates application reachability as part of its validation.


https://www.juniper.net/documentation/us/en/software/mist/mist-management/topics/task/mist-to-apstra-link.html
https://www.juniper.net/documentation/us/en/software/mist/mist-management/topics/task/mist-to-apstra-link.html

While the Marvis Minis page provides the details of validations run for DHCP, ARP, DNS, and application
reachability, the Reachability Failure action focuses on the application reachability failures identified by
Marvis Minis. Application reachability is key to user experience and this action provides you early
visibility into the issue and enables you to address the issue before it impacts users.

REACHABILITY FAILURE Reachability Failure Details x
2 Destinations are not reachable on VLAN
RECOMMENDED ACTION
US-VA-ADP
The following applications are facing reachability issues. Please verify the application connection path a
bl sl
ivi . 204,
v @ e el
Site / Server Reason Details :ll:::si//gna(sjlm iper.net, o8
US-VA-ADP Reachability Failure Application is not reachable on VLAN 410, 462 |View More :z::zz::‘:'“‘;f:;’:;'::ifz:rf"“ -apple.com,
Access Juniper®Data Center Assurance
Juniper Data Center Assurance Overview
Other Marvis Actions
SUMMARY IN THIS SECTION
Use the Actions dashboard to resolve issues with Persistently Failing Clients | 207

persistently failing clients. Access Port Flap | 208

When you click the Other Actions link on the Action dashboard, all available actions appear. Currently
this category includes only two types of actions: Persistently Failing Clients and Access Port Flap.


https://www.juniper.net/documentation/us/en/software/mist/mist-management/topics/task/mist-to-apstra-link.html
https://www.juniper.net/documentation/us/en/software/juniper-data-center-assurance/user-guide/topics/concept/juniper-data-center-assurance-overview.html

ACTIONS FE—

@ NOTE: Your subscriptions determine the actions that you can see on the Actions
dashboard. For more information, see "Subscription Requirements for Marvis Actions "

on page 171.

Persistently Failing Clients

Marvis identifies wired or wireless clients that continuously fail to connect due to a client-specific issue;
that is, the scope of failure isn’t the access point (AP), switch, wireless LAN (WLAN), or server. The
failure can be due to authentication failures from entering the wrong preshared key (PSK) or failures
caused by incorrect 802.1X configuration. Marvis displays the list of clients experiencing a failure and
the WLANSs they are trying to connect to.

PERSISTENTLY FAILING CLIENTS Persistently Failing Details x

2 Raspbe Switch: Demo_Switch
: Port: ge-0/0/23
VLAN:

;;;;;;

@ NOTE: After you fix this issue, the Persistently Failing Clients action automatically
resolves within an hour.


https://mist.wistia.com/embed/iframe/9jouwp2rru

Access Port Flap

The Access Port Flap action identifies ports that bounce persistently over a short time interval,
indicating that a port or connected wired client has an issue. A port flap can occur due to unreliable
connections, continuous rebooting of a device connected to the port, or incorrect duplex configurations.
The following example shows the details that Marvis Actions provides for an Access Port Flap action:

‘Access Port Flap Details X
ACCESS PORT FLAP

1impacted port at Live-Demo,

Id-cup-idf-b

Port ge-0/0/17 Client: unknown

nnnnnnnnnnnnnnnnnnnnnnn

Marvis Actions: An Insight into Back-End Operations

SUMMARY IN THIS SECTION

Take a closer look at the factors that Marvis uses to Glossary of Terms | 209
identify key issues and to categorize them as Marvis Layer 1 Actions | 210
actions.

Connectivity Actions | 210
Wireless Actions | 211
Wired Actions | 213

WAN Actions | 216

Other Marvis Actions | 217

Marvis proactively scans your network for events and actionable insights. Using data from statistics and
events, Marvis identifies user-impacting issues pertaining to wired, WAN, and wireless connectivity for
both pre-connection and post-connection experiences. By highlighting high efficacy actions and

automating root cause analysis, Marvis helps reduce mean time to resolution/innocence (MTTR/MTTI).

Note that Marvis Actions does not replace alerts. Alerts are triggered in real-time as and when events
occur, for example a port up or down event. For information about alerts, see Alerts Overview.


https://www.juniper.net/documentation/us/en/software/mist/mist-aiops/topics/concept/alerts-overview.html
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Glossary of Terms
Term Definition
Model input feature The inputs or features that the model consumes to
determine whether the condition for generating the
specific action is met.
Trigger conditions The conditions that trigger the model to create Marvis
actions.
Validation time The time taken for Marvis to mark an open Marvis

action as resolved. A user might have fixed the issue.
Or the symptoms might not beobserved anymore.



Layer 1 Actions

Marvis Action Model Input Trigger Conditions Validation Time
Feature

Bad Cable AP, switch, or Speed changes, errors reported on ports, switch port 7 days
WAN Edge link active but not passing traffic, and frequent
statistics, disconnections and restarts (only APs) over the
events monitored period.

Connectivity Actions

Marvis Action Model Input Trigger Conditions Validation Time
Feature

Authentication Wired and Deviations from the predicted baseline. The LSTM- 1 day

Failure Wireless clients = based model baselines authentication success or

failure events across the site.

The model considers the severity of the issue to
generate this Marvis action. The higher the severity
and deviation from the baseline, the higher the
confidence of the model to generate this action within
the observed time duration.

DHCP Failure Wired and Deviations from the predicted baseline. The LSTM- 1 day
Wireless clients | based model baselines Dynamic Host Configuration
Protocol (DHCP) success or failure events across the
site.

The model considers the severity of the issue to
generate this Marvis action. The higher the severity
and deviation from the baseline, the higher the
confidence of the model to generate this action within
the observed time duration.



(Continued)

Marvis Action Model Input
Feature

ARP Failure Wired and
Wireless clients

DNS Failure Wired and
Wireless clients

Wireless Actions

Marvis Action Model Input
Feature

Offline AP statistics

Trigger Conditions

Deviations from the predicted baseline. The LSTM-
based model baselines Address Resolution Protocol
(ARP) success or failure events across the site.

The model considers the severity of the issue to
generate this Marvis action. The higher the severity
and deviation from the baseline, the higher the
confidence of the model to generate this action within
the observed time duration.

Deviations from the predicted baseline. The LSTM-
based model baselines Domain Name System (DNS)
success or failure events across the site.

The model considers the severity of the issue to
generate this Marvis action. The higher the severity
and deviation from the baseline, the higher the
confidence of the model to generate this action within
the observed time duration.

Trigger Conditions

One AP or multiple APs are locally up or down (loss of
cloud connectivity only).

The model correlates to identify the cause for the AP
being down—that is, if the issue is due to a switch, site,
region, or ISP outage.

If you want to be notified when devices go offline,
configure infrastructure alerts for device up or down
events and specify a threshold.

Validation Time

1 day

1 day

Validation Time

15 minutes



(Continued)

Marvis Action

Health Check
Failed

Non-Compliant

Coverage Hole

Insufficient
Capacity

Model Input
Feature

AP statistics

AP statistics

AP and client
statistics

AP and client
statistics

Trigger Conditions

AP or radios remain repeatedly inoperable after
autorecovery.

Difference in firmware version on an AP or multiple
APs from that in the version compliance settings
configured under site settings.

Anomaly in the SLE baseline caused due to repeated
low RSSI reported by all clients associated with an AP
or multiple APs in a high-impact area.

The model considers the recurrence of the issue and
fringe pattern awareness in the case of outdoor APs or
APs located at the building entry or exit.

The model considers the strength of the anomaly to
generate the Marvis action to indicate a user-
impacting coverage-hole issue. If the anomaly index is
strong, the model generates the action faster than
when the anomaly index is weak. The model examines
multiple batches of data to identify APs for coverage-
hole issues.

Anomaly in the baseline caused by APs with repeated
and prolonged capacity constraints that are not
seasonal in nature.

The model factors the anomaly strength to generate
the Marvis action to indicate a user-impacting capacity
issue. If the anomaly index is strong, the model
generates the action faster than when the anomaly
index is weak. The model examines multiple batches of
data to identify APs for capacity issues.

Validation Time

30 days

30 minutes

7 days

7 days



(Continued)

Marvis Action Model Input

Feature
AP Loop AP events
Detected
Wired Actions

Marvis Action Model Input
Feature

Missing VLAN AP port

statistics
Negotiation Individual
Incomplete switch port

statistics

Trigger Conditions

Reflection events on an AP triggered by network loops
caused due to misconfiguration or incorrect
configuration.

Reflection events occur when an AP receives the
packet it sent on the same or different VLAN.

Reflection events are generated almost immediately
under site events, enabling you to monitor these
events for raw statistics-based tracking.

Trigger Conditions

Uplink port statistics reported by an AP missing a
VLAN.

This action correlates data from two or more APs to
determine whether an active VLAN used by clients is
missing on the AP port. This correlation helps prevent
generation of the Missing VLAN action if a VLAN is
unused by any client across the entire site.

Autonegotiation failure reported on the switch ports.

Validation Time

30 minutes

Validation Time

30 minutes

Up to 60
minutes



(Continued)

Marvis Action

MTU Mismatch

Loop Detected

Network Port
Flap

High CPU

Model Input
Feature

Individual
switch port
statistics

Switch port
events

Switch ports
events (trunk
port only)

Switch chassis
statistics

Trigger Conditions

MTU mismatch between any switch port and
connected devices. The reported statistics indicate
errors on the port.

The model considers the severity and time to generate
the Marvis action. The greater the MTU mismatch, the
greater the severity, resulting in faster generation of
the Marvis action.

An intentionally or unintentionally introduced loop in
the topology resulting in rapid and repeated Spanning
Tree Protocol (STP) topology changes.

The model uses the STP topology changes event as an
input feature and considers the severity and time. The
higher the frequency of STP topology changes in each
period, the faster the detection.

Alternatively, a loop causing events at a slower pace
for a longer duration also triggers the Marvis action.

Consistent port bounce on a port configured as a trunk
port.

The model considers the frequency and time. The
higher the frequency of port flaps, the higher the
severity of the issue. For slow port flaps that occur for
a longer duration, the model detects the port flaps
within a couple of hours or a few days.

Average CPU utilization consistently greater than 90%
for the monitored duration.

The model considers the frequency and duration of the
issue. Statistics that show high average CPU utilization
for every sample in the monitored dataset indicate a
severe user-impacting issue. The model generates the
Marvis action quickly for such an issue.

Validation Time

1 day

30 minutes

30 minutes

30 minutes



(Continued)

Marvis Action

Port Stuck

Traffic Anomaly

Misconfigured
Port

Model Input
Feature

Switch port
statistics

Switch port
statistics

Uplink switch
port statistics

Trigger Conditions

Sudden deviation in traffic patterns for end devices on
access ports.

The model does not generate false positives for
recurring seasonal traffic patterns. It also considers
traffic patterns across similar endpoints for inference.

This Marvis action is self-driving. When a port stuck
issue is detected, the port is automatically bounced to
operationalize the endpoint again.

The model generates the action only if the endpoint
fails to come back into operation after an automatic
port bounce or if the port stuck issue recurs multiple
times.

Any deviation in broadcast and multicast frame
counters from the predicted traffic patterns.

The model baselines traffic patterns on each switch or
switch port every couple of days. This action uses the
long short-term memory (LSTM)-based model.

The model generates this Marvis action based on the
severity of the issue. For strong deviations that last for
the entire monitored duration, the model generates
the action quickly. The model might take longer to
generate actions for minor, longer-lasting deviations.

MTU, VLAN, mode, or duplex mismatches between
identified uplink ports.

The model identifies discrepancies on the switch-
switch connections at the edge.

Validation Time

30 minutes

1 day

60 minutes



WAN Actions

Marvis Action

MTU Mismatch

Bad WAN
Uplink

VPN Path Down

Non-Compliant

Model Input
Feature

WAN Edge
statistics

Uplink ports on
WAN Edges

VPN tunnels or
peer paths

SRX Series
Firewall

Trigger Conditions

MTU mismatch between a WAN Edge port and
connected devices. The model examines the reported
statistics that indicate certain errors on the port.

The model considers the severity and time to generate

this Marvis action. The greater the MTU mismatch, the

greater the severity, and the action is generated within
a specific time duration.

High latency, packet drops, congestion, and network
service failures such as ARP or DHCP reported in the
WAN port statistics, indicating a change in the
baseline behavior.

Issues determined as high-severity issues are listed
sooner than the low-severity issues.

Peer-path down issue in either of the following paths:

e Paths originating from a spoke toward a specific
hub

e Paths terminating at a hub

Subscribe to the critical port monitoring alert for raw
alerting if your requirement is to get alerts on every
port up or port down scenario.

Issues determined as high-severity issues are listed
sooner than the low-severity issues.

Difference in Junos OS version on the primary and
backup partitions.

Validation Time

30 minutes

1 day

1 hour

30 minutes



Other Marvis Actions

Marvis Action Model Input

Feature
Persistently Wired and
Failing Clients Wireless clients

Access Port Flap | Access ports on
a switch

Trigger Conditions Validation Time

Clients continuously failing to authenticate and 60 minutes
connect to the network. Persistent failures are

observed continuously during the monitored time

frame.

The trigger time is dependent on the site—that is, the
number of clients and correlated simultaneous failures.

Consistent port up or port down events for a port 30 minutes
configured as an access port.

The model considers the frequency and duration of
the issue. The higher the frequency of port flaps, the
higher the severity of the issue. For slow port flaps
that occur for a longer duration, the model detects the
port flaps within a couple of hours or a few days.

Potential Anomalies Detected by Marvis

SUMMARY

IN THIS SECTION

Potential anomalies help identify user-impacting site- Subscription Requirements | 219

level and device-level operational issues.

List of Potential Anomalies for APs | 219

List of Potential Anomalies for
Switches | 221

List of Potential Anomalies for WAN
Edges | 222

List of Potential Anomalies for Sites | 223



View Potential Anomalies on the Insights
Page | 223

Marvis continuously monitors and analyzes data and events generated by APs, switches, and WAN
Edges in real time. Marvis leverages information from device telemetry, system logs, and performance
metrics to intelligently surface events that signal user-impacting issues across your network. These
events are flagged as potential anomalies and are displayed on the Insights page in the Juniper Mist
portal. For every potential anomaly detected, Marvis also provides a recommended remediation step
that you can follow to resolve the issue.

Covering a wide range of issues ranging from hardware and connectivity issues to configuration
inconsistencies and performance degradations,these anomalies can be at the site level (for example,
DHCP failure) or device level (for example, device health). Marvis-highlighted anomalies are an indicator
of issues that might translate into Marvis Actions.
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The potential anomalies serve as early warning signals enabling administrators to take action before
minor issues escalate into major disruptions. Network administrators gain precise, real-time visibility into
where and why issues occur, resulting in a significant improvement in operational efficiency and
reduction in troubleshooting effort and time.



Subscription Requirements

Similar to Marvis Actions, you can view the list of potential anomalies based on your subscription type—
Marvis for Wired, Marvis for Wireless, and Marvis for WAN. For example, if you have a Marvis for Wired
subscription, you can view only the switch-related anomalies.

However, you can view site-level potential anomalies such as DHCP, DNS, and ARP-related events even
if you do not have a Marvis subscription.
List of Potential Anomalies for APs

You can view the anomalies detected for APs if you have a Marvis for Wireless subscription.

Table 21: List of Potential Anomalies for APs

Anomaly Factors Triggering the Anomaly

Bad Cable Speed transistions, port errors, or frequent device
restarts.

Missing VLAN AP unable to detect or operate on its assigned VLAN.
This issue can be attributed mostly to one of the
following:

e Switch port misconfiguration

e Incorrect VLAN settings (allowed VLANS or native
VLAN) on the switch uplink trunk port or the port
to which the AP is connected

e Upstream filtering

Ethernet Error Ethernet interfaces on the AP report generic errors
such as CRC errors and input-output errors.



Table 21: List of Potential Anomalies for APs (Continued)

Anomaly

AP Loop Detected

Low Power

Low Ethernet Speed

Factors Triggering the Anomaly

AP detects a potential loop in the network topology. A
loop can be caused due to an incorrect configuration.

Some common issues that can cause loops are:

Traffic from the same VLAN tunneled to the Mist
Edge device and locally bridged to the switch port
to which the AP is connected.

Traffic from the same VLAN transported through
two different tunnels to a Mist Edge device.

Loop on the wired network where the AP receives
the packet that it sends out.

AP receiving less PoE from the switch port. A common

cause for this issue can be one of the following:

PoE negotiation issue
Insufficient PoE budget on the switch

Switch unable to support the required AP power in
PoE+ or PoE++ mode

The Ethernet port on the AP negotiates at a speed
lower than expected (for example, 100 Mbps instead
of 1 Gbps). The low speed can be due to one of the
following:

Potential bad cable

An Ethernet cable with missing pairs can result in
intermittent or no connectivity, and possibly slow
speeds.

Hardware capability mismatches

Negotiation failures



List of Potential Anomalies for Switches

You can view the potential anomalies for switches if you have a Marvis for Wired subscription.

Table 22: List of Potential Anomalies for Switches
Anomaly Factors Triggering the Anomaly

Bad Cable Physical layer issues such as speed changes, errors
reported on ports, and active switch port links not
passing traffic.

Switch Health Switch health impacted by one of the following:
o High CPU usage
e Excessive temperature
e Port misconfiguration (role/VLAN/STP mismatch)
e High memory usage

e Power draw exceeding safe limits

Negotiation Mismatch Ethernet links with inconsistent settings across peers,
such as MTU mismatches causing packet
fragmentation or auto-negotiation failures leading to
duplex mismatches.

Switch STP Loop The Spanning Tree Protocol (STP) identifies a loop in
the Layer 2 network, which might cause broadcast
storms or connectivity issues.

DHCP Pool Exhausted The DHCP server associated with the switch runs out
of IP addresses, preventing devices from obtaining IP
addresses for network connectivity.



List of Potential Anomalies for WAN Edges

You can view potential anomalies for WAN Edges if you have a Marvis for WAN subscription.

Table 23: List of Potential Anomalies for WAN Edges

Anomaly

Backup Firmware Invalid

Gateway Health

Path Flap

Port Flap

Bad Cable

Negotiation Mismatch

Network Issue

HA Control Link Down

Factors Triggering the Anomaly

Missing backup firmware, difference in the active and
backup firmware versions, or outdated firmware
version.

A major WAN Edge subsystem experiences high load
due to control plane CPU overload, high memory
usage, or data plane CPU overload, potentially
impacting routing, management, and packet
forwarding.

Network paths between the WAN Edge and upstream
peers change frequently enough to be considered as
instable rather than a failure.

An interface repeatedly switches to the Up or Down
state over a monitored window, indicating cable issues,
loose connections, or negotiation errors.

Physical layer issues such as speed changes and errors
reported on ports.

An MTU configuration mismatch between the WAN
Edge and peer devices. MTU mismatches can cause
packet fragmentation or packet drops.

The WAN Edge detects excessive packet loss, latency,
jitter, or IPsec errors that might indicate tunnel
instability.

The High Availability control link between redundant
WAN Edges is lost, preventing failover synchronization
or role transitions.



Table 23: List of Potential Anomalies for WAN Edges (Continued)

Anomaly

LTE Signal

ISP Reachability

Congestion

List of Potential Anomalies for Sites

Factors Triggering the Anomaly

The LTE modem reports low signal quality, impacting
cellular failover or primary transport.

The WAN Edge is unable to reach the ISP due to
upstream service failures such as ARP resolution issues
or DHCP IP configuration failures.

High queue occupancy or output drops that indicate
congestion on a WAN Edge interface.

You can view site-level pre-connect (DHCP, DNS, and ARP) anomalies even if you do not have a Marvis

subscription.

Table 24: List of Potential Anomalies for Sites

Anomaly

Failed Scope DNS/DHCP/ARP

DNS/DHCP/ARP failures

Factors Triggering the Anomaly

Site-level client connectivity failure due to DHCP, ARP,
or DNS issues.

A sudden increase in DNS, DHCP, or ARP failure
events, indicating potential user-impacting issues.

View Potential Anomalies on the Insights Page

You can view the potential anomalies detected by Marvis under the Events section on the Potential
Anomalies and Optimizations tab on the Monitor > Service Levels > Insights page.
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To view more details of an anomaly, you can click the View More link.

Event Detalls

Anomaly Detection Event Card

S

Use the Anomaly Detection Event Card for additional information about issues and actions.

The Anomaly Detection Event Card provides a more detailed diagnosis about the anomalies for some of
the actions that Marvis suggests. The Event Card is available for these types of failures:

UMMARY

Authentication Failures

Domain Name System (DNS) Failures
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e Dynamic Host Control Protocol (DHCP) Failures

Watch this video to see an example.

If an event card is available, you'll see a View More link, as shown in this example.

AUTHENTICATION FAILURE

RECOMMENDED ACTION

The following sites have authentication failures. Please check the reason and details for each.

Reason Details

] Live-Demo WLAN Corp
ve-Demo WLAN Mist_loT
] Live-Demo WLAN Mist_loT

ive-Demo 2 Switches Affec Clients

When you click View More, the card appears in a pop-up window. Here's a sample event card for an
authentication failure.

The event card includes these sections:

¢ Timeline—The number of failure events at each point in time. Marvis highlights the anomalies with a
magnifying glass icon. Click the icon to select an anomaly and view the details.

o Summary—A description of each anomaly and the most likely cause. It also indicates if the clients

mostly failed on a certain radio band, access point (AP), or wireless LAN (WLAN). You can select
different anomalies by clicking their titles.

o Causes—A graphical representation of the relative impact of the AP, WLAN, and radio band. The size
of the circle indicates the correlation to failure, and the positions on the graph show the Failure

Likelihood and the sitewide impact. You can click a device to display the information in the Details
section.

o Details—A list of the impacted devices. The details change when you click a device type in the
Causes graph. For example, click the AP icon in the graph to see the details for the APs.


https://youtu.be/diXLasM6RWU

AP Deployment Assessment

SUMMARY IN THIS SECTION

Do you have enough access points (APs) at your site? Overview | 226

Assess your deployment by using Marvis Actions, Juniper Mist Tools | 227

Wireless Service Level Expectations (SLEs), and the

RF Health and Utilization dashboard in Premium Wireless SLE Analysis | 230
Analytics. RF Health and Utilization Dashboard in

Premium Analytics | 232

Recommendations | 234

Overview

Determine if you need more APs for optimal connectivity and user experience. Consider our
recommendations as you optimize your deployment.

Methodology

Use the following tools and features to conduct the assessment:

e Marvis Actions: Utilize Marvis, the virtual network assistant, to analyze network issues, troubleshoot
problems, and optimize performance.

o Wireless SLE: Monitor key performance indicators related to coverage, roaming, throughput, and
capacity to gauge the effectiveness of the current AP deployment.

¢ RF Health and Utilization dashboard in Premium Analytics: Evaluate the radio frequency (RF) health,
interference, and utilization to identify potential areas of improvement in the wireless network.

Assessment Criteria

The assessment will focus on the following aspects:

1. Signal Coverage: Analyze the signal strength and quality across the site to ensure comprehensive
coverage and minimal dead zones.



2. Roaming Performance: Assess the seamless transition of client devices between APs to maintain
uninterrupted connectivity.

3. Throughput Analysis: Evaluate the data transfer speeds and capacity to accommodate the expected
user load and application demands.

4. RF Health and Utilization: Monitor RF health, interference, and spectrum utilization to optimize the
performance of the wireless network.

Juniper Mist Tools

Juniper Mist™ is a subscription-based service. For more details about Juniper Mist subscriptions, see
Juniper Mist Subscriptions and Subscription Requirements for Marvis Actions.

Marvis Actions

In order to ensure optimal network performance and coverage, it is essential to regularly assess the
sufficiency of the APs in your network. By leveraging the Marvis Actions in Juniper Mist portal, you can
efficiently identify and address any issues affecting your APs.

To view the Marvis Actions dashboard, select Marvis > Marvis Actions from the left menu.

When you click the Wireless button on the Actions dashboard, you'll see a list of all available actions.
You can then click an action to investigate further.

Figure 5: Marvis Actions
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See Marvis Actions Overview for details.


https://www.juniper.net/documentation/us/en/software/mist/mist-management/topics/concept/subscriptions.html
https://www.juniper.net/documentation/us/en/software/mist/mist-aiops/topics/ref/marvis-actions-subscriptions.html
https://www.juniper.net/documentation/us/en/software/mist/mist-aiops/topics/concept/marvis-actions-overview.html

Offline AP Detection

Marvis can detect APs that are offline due to various reasons, such as power loss or loss of cloud
connectivity. This report indicates a need for further investigation or potential troubleshooting to
restore connectivity.

Investigate the Offline AP action on the Actions dashboard to address any APs that are showing as
offline. This report help in restoring network connectivity and ensuring seamless operation.

If Marvis identifies multiple APs as offline, it signals the need for immediate attention to resolve the

connectivity issues impacting network performance.

Health Check Failures

Health check failures reported by Marvis might indicate underlying hardware or software issues
affecting APs within the network. Swift action is required to rectify these issues to prevent any network
disruptions.

Use the Health Check Failed action to investigate and address any APs experiencing health check
failures. Consider hardware replacement or firmware upgrades as necessary steps to resolve the issue.

An AP that continuously fails health checks might need to be replaced or have its firmware upgraded to

ensure proper functioning within the network.

Non-Compliant Firmware

The Non-Compliant action flags APs running outdated firmware versions compared with other APs of
the same model at the site. Updating firmware is crucial to ensure security, stability, and performance
improvements.

Upgrade the firmware of Non-Compliant APs from the Marvis Actions page to align with the latest
version. This step helps in maintaining consistency across APs and mitigating potential vulnerabilities.

A prompt upgrade of firmware on Non-Compliant APs can enhance network security and performance,
ensuring all APs operate optimally within the network.

Coverage Hole Detection

The Coverage Hole action identifies areas within your network experiencing poor coverage, allowing
you to optimize placement and configuration of APs to improve network efficiency.

COVERAGE HOLE




Utilize the floor plan visual provided by Marvis to pinpoint areas with coverage issues and take
necessary steps such as adding APs, adjusting placements, or increasing power output to address the

coverage gaps.

Live-Demo -5 GHz - 1 Impacted AP

=
01 - Office
Name CoverageSLE &
@ Primary Impacted APs
[ mpacted Neighbor APs
B LD_Testbed MD
[ Unaffected APs

Selected Access Point
N PE

By identifying and resolving coverage holes promptly, you can enhance network connectivity and user
experience, ensuring seamless communication across all areas.

Insufficient Capacity Alert

The Insufficient Capacity action detects capacity issues arising from increased utilization, especially
during peak client traffic. Addressing capacity constraints is vital to maintain network performance and

avoid congestion.

INSUFFICIENT CAPACITY

RECOM)

1101 +

Analyze the floor plan visual provided by Marvis to identify APs experiencing capacity issues and make
design improvements to alleviate congestion and optimize network capacity.
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I Wireless SLE Analysis

Juniper Mist uses Service Level Expectations (SLEs) to measure user experiences, with customizable
thresholds for factors like throughput, capacity, and device health. If experiences fall short, Juniper Mist
identifies the root causes and provides detailed information for resolution. The SLE dashboard offers a
quick overview of service levels and issues needing attention.

See Wireless SLEs for more information.

Select Monitor > Service Levels from the left menu, and then click the Wireless button.


https://www.juniper.net/documentation/us/en/software/mist/mist-aiops/shared-content/topics/topic-map/wireless-sle.html
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Use the following SLE to assess your users' experiences with signal strength, throughput, RF channel
capacity, roaming between APs, and APs availability.

1. Signal Coverage: Analyze the Received Signal Strength Indicator (RSSI) and signal quality data to
identify areas with weak coverage or potential signal asymmetry.

2. Roaming Performance: Evaluate the success rate of client device roams between APs and identify
any issues related to latency or signal stability.

3. Throughput Analysis: Assess the estimated per-client throughput and investigate any capacity or
coverage-related constraints impacting user experience.

4. Capacity Analysis: Review the RF channel capacity availability and potential limitations due to
interference or client usage.



5. AP Health Status: Track AP health to assess your users' experience with AP availability. Get
percentage of time the APs are operational without rebooting or losing connectivity to the cloud.

RF Health and Utilization Dashboard in Premium Analytics

The RF Health and Utilization dashboard provides long-term radio frequency (RF) health and utilization
pattern for your network. With the information, you can analyze channel utilization trends for different
radio bands across various sites, floors, and APs, ensuring optimal performance and capacity planning.

In Juniper Mist portal, click Analytics > Premium Analytics. On the Premium Analytics page, click RF
Health and Utilization.
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Here you can analyze channel utilization trends for different APs.
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SLE Coverage and Capacity: This report evaluates the SLE coverage and capacity across APs and sites,
identifying sites with poor signal strength, high interference, or coverage gaps. By analyzing these
metrics, you can determine where additional APs are needed to improve coverage and signal quality.

Average Neighbor AP Count: This value indicates the average number of APs at the site that can detect
each other. A high count signifies a dense deployment, while a low count indicates a sparse deployment.
Ideally, the value should range between 3 and 5 for optimal performance.

Average Co-Channel Neighbor Count: This value represents the number of APs broadcasting on the
same channel, averaged across all Juniper APs at the site. A high count suggests frequent co-channel
interference on the site. While individual APs use Radio Resource Management (RRM) to mitigate
interference, a high site-wide count points to broader density challenges.

By using RF health and utilization data, you can make informed decisions about where to place new APs
to balance the network load and enhance overall performance.

See RF Health and Utilization for details.

Recommendations

Based on the assessment findings, the following recommendations are proposed:

e Optimize the placement and configuration of existing APs to improve signal coverage and address
any identified dead zones. For help placing APs for location services, see the Juniper Mist Location
Service Guide.

¢ Implement recommended actions provided by Marvis to address ongoing network issues and
enhance overall network performance.

e Consider the deployment of additional APs in areas with high client density or limited coverage to
improve user experience and accommodate growing demand.

e Mitigate any identified RF interference sources and optimize spectrum utilization to ensure a healthy
RF environment for the wireless network. For help with radio management, see the Juniper Mist
Wireless Assurance Guide.

Regularly monitoring and addressing the actions highlighted by Marvis can help you maintain an efficient
and reliable network infrastructure. This action ensures that the deployed APs are functioning optimally
and meet the demands of your network environment.

Wireless Actions


https://www.juniper.net/documentation/us/en/software/mist/mist-analytics/topics/topic-map/premium-analytics-rf-health.html
https://www.juniper.net/documentation/us/en/software/mist/location-services/index.html
https://www.juniper.net/documentation/us/en/software/mist/location-services/index.html
https://www.juniper.net/documentation/us/en/software/mist/mist-wireless/index.html
https://www.juniper.net/documentation/us/en/software/mist/mist-wireless/index.html

235

AP Placement for Location Services

RF Health and Utilization


https://www.juniper.net/documentation/us/en/software/mist/location-services/topics/concept/mist-loc-svc-ap-placement-guidelines.html
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What Is Marvis Minis?

Marvis Minis is a network digital twin, which uses your network infrastructure to assess the network
connectivity and service reachability of your network. By proactively simulating user connections
through an access point (AP), Marvis Minis can help detect and resolve issues before they impact users.
Marvis Minis is always on and can be initiated on-demand.

Marvis Minis runs validations automatically at regular intervals. Marvis can also trigger Marvis Minis
validations automatically when it observes any imminent network service failures—even when users
aren't connected to the network. If Marvis Minis observes a network service failure, it revalidates the
failure and expands the validation scope to other APs and switches. By doing so, Marvis Minis can
determine if an issue affects your entire site or a specific switch, WLAN, VLAN, server, or AP. Marvis
Minis automatically scopes and validates changes such as new device additions, configuration changes,
and so on.

Marvis Minis can run the validation across multiple sites in an organization or on a single site. Marvis
automatically learns about the active APs, VLANSs, and the applications that are being used on each site.
This capability helps Marvis Minis to validate all user VLANs and specific APs without having to validate
all APs. Data from Marvis Minis also serves as an additional source of information for Marvis.

Dynamic packet capture, client insights, and Marvis Actions provide insights and details of a failure. With
these insights, you can identify the scope of the failure and resolve issues such as users being unable to
connect to the network. By simulating actual user experience in a constant contextual learned scope,
Marvis Minis identifies and resolves the same issue without putting additional stress on network
services. For example, consider a site with 2000 APs connected to 200 switches. Marvis triggers Marvis



Minis on approximately 200 APs. Based on the failure that Marvis Minis observes, it expands the
validation scope to other APs only if necessary. This capability ensures that the network services do not
experience additional load.

This video provides an introduction to Marvis Minis.

Software Requirements

All Juniper Mist™ AP models support Marvis Minis. Marvis Minis is enabled by default on APs running
firmware version 0.14.29313 and later. Marvis Minis does not require any additional software or
external sensor hardware.

@ NOTE: All APs in the site must run firmware version 0.14.29313 or a later version for
Marvis Minis to run validations. If you add an AP running a firmware version earlier than
0.14.29313 to a site, Marvis Minis validations might be interrupted until the AP firmware
is upgraded to the minimum required version.

Subscriptions for Marvis Minis

Marvis Minis does not require a separate subscription. Any organization with an active Marvis for
Wireless subscription is automatically entitled for Marvis Minis support.

Marvis Minis Tests

Marvis Minis learns all the APs, WLANSs, switches, and active VLANs in a site and automatically creates
the tests to run. As you add devices, Marvis Minis builds and updates its testing scope.

Marvis Minis runs validations when all the APs in the site are running firmware version 0.14.29313 or
later. The automatic validations are run on an hourly basis. You can also trigger a Marvis Minis validation
manually by using the Test Now button on the Marvis Minis site-level page.

Marvis Minis updates the scope every hour based on the active client VLAN and RRM details. The
Marvis Minis validation scope includes only the WLAN-to-VLAN mapping if no clients are connected to
the network.


https://www.youtube.com/watch?v=cU02MNzUR74

Marvis Minis validates the following network services for all the active VLANs on the enabled wireless
LANSs to ensure that the site is operational:

e Dynamic Host Configuration Protocol (DHCP)
e Address Resolution Protocol (ARP)

e Domain Name System (DNS)

e Application reachability

Marvis Minis simulates a user connection on active user VLANSs and validates the connectivity process
using the following steps:

1. Sends a DHCP request for a client VLAN and reports whether the VLAN obtains an IP address. The
AP sends both broadcast discovers and unicast renews.

2. Generates an ARP request for the gateway.
3. Resolves DNS queries against all the DNS server IP addresses received in the DHCP offer.

4. Verifies Internet reachability by validating application reachability. Marvis Minis verifies application
reachability by using default Internet connectivity URLs such as captive.apple.com,
connectivitycheck.gstatic.com, office.com, and teams.microsoft.com. Marvis Minis also validates
reachability for Office365. You can define custom user applications in the organization or site
settings.

5. Explicitly releases the DHCP lease on the tested VLAN.

@ NOTE: When the client VLAN is the same as the AP management VLAN, the AP would
have obtained an IP address already and resolved ARP. In such a scenario, Marvis Minis
validates only DNS and application reachability as part of the preconnect failure checks.
It does not send a DHCP request, nor does it revalidate ARP resolution for the AP
management VLAN.

Here is an example that shows the Marvis Minis dashboard for this scenario. Notice that
Marvis Minis reports the status for only DNS and Application for the site KR-Site-01. If
you hover over DHCP and ARP, you'll see the status as Not Validated.



@i Marvis Minis

@ marvis~
)
2, clients

] Access points

Switches
(&) WAN Edges

S wist Edges

@ private 56

ool Analytics
oL site

@ organization

an

@) Monitor

@) marvis™
2, Clients

] Access points

Switches ‘

Entire Org v Last7 Days v
.
10 1 7

st [ a
KR-Site-02 1AP 457 2 DHCP. ARP DNS Application
KR-Site-03 1AP 448 1 Status: Not Validated ARP DNS Application
KR-Site-01 1AP 207 2 DHCP ARP DNS Application
KR-Site-05 1AP 182 2 DHCP ARP DNs Application

's the detailed vi h lick the si

Here's the detailed view when you click the site.
¢ Manvis Minis : Feb 26, 2024 9:05:32 PM
Feb 26, 2024 9:05:32 PM 00:00:33 Complete Success KR-Site-01 1/1 APs Marvis
= Table

Q 1-10f1
Status: Not Validated

KR-01-1-01 0c:81:26:¢7:05:b6 1 518 ge-0/0/4 DHCP  ARP  DNS  Application Feb 26, 2024 9:05:36 PM

(&) waN Edges

If Marvis Minis detects any failure in reachability, it performs the following checks to understand the

scope of failure:

1. Retests the connectivity on the failed AP.

2. Tests whether the issue occurs on another AP connected to the same switch.

3. Tests whether the issue occurs on an AP connected to a different switch.

4. Verifies whether the failure scope is limited to an AP, a switch, or a site for that VLAN.

In the following example, a site has 17 APs connected across 6 switches. The validation scope includes 6

APs - one AP connected to each switch and the relevant VLANSs.
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D B Connected JADE - Near Raj -AP24 00:3e:73:12:00:43  Rivendell-ex4400-APFW-2 1022889 mge0/0/39 0.1429171 AP24 eth0 2500mbps mge-0/0/39 17d2h18m 0
®o " O @ Connected JEWEL - Mist: KITT 28:32:79:32:b0:75  Rivendell-ex4400-APFW-2 10.2.28.139 mge-0/0/41 0.14.29171 AP45 eth0 5000mbps mge-0/0/41 17d2hém 2
i D B Connected JEWEL - MIST: Hal 44:20:b0:f1:04ec  Rivendell-ex4400-APFW-2 102126 mge0/0/40 0.1429171 APAS eth0 5000mbps mge-0/0/40 13dohsm 0
O @ Connected JEWEL - Marvis 44:20:00:11:08:77  Rivendell-ex4400-APFW-2 10228118 mge0/0/36 0.1429171 AP4S eth05000mbps mge-0/0/36 17d2h7m 0
O B Connected JEWEL- NEAR Parshuram - AB  a8:3a:79:a0:7:c  Rivendell-ex4400-APFW1 10.228.116 mge-0/0/S  0.1429171 AP4S eth0 2500mbps mge-0/0/5 17d2hs5m 0
O @ Connected JEWEL - NEAR Allen d4:20:00:1:04:4c  Rivendell-exd400-APFW1 10.228.140 mge-0/0/27 0.1429171 APAS eth0 2500mbps mge-0/0/27 17d2h7m 0
O @ Connected JEWEL - Mist: wall-e 28:3279:32:00:e8 Rivendell-exdd00-brk svr MP  10.221.37 mge-0/0/47 0.1429171 APAS eth0 5000mbps mge-0/0/47 17d2h6m 0
D B Connected JEWEL - SALES a8:3a79:32:b1:1a Rivendell-exad00-brk svr MP  10.221.36  mge-0/0/46 0.1429171 APAS eth0 5000mbps mge-0/0/46 17d2h6m 1
O @ Connected JEWEL - Mist: Conference Room  a 9:32:b0:f7  Rivendell-ex4400-midsrv 10.23.114  mge-0/0/37 0.14.29171 AP45 eth0 5000mbps mge-0/0/37 10d 2h 7m 3'

The Switches > Topology page shows the six switches to which the APs are connected.

& wonitor B Switches Office [PRODUCTION] ~ Ust  Topology  Location Q| | Inventory | | Claim Switches | &
@ marvis

Do

6 [(J17 256

2 cliems

() Access poinss

Switches

@) wan eoges (55 Rvende B30 HARRYSD.

S isedges 55 Rvendelexkdon1tiny. i

y - [55) Rivendel-exd400-APFW-2
<7 Location Office [PRODUCTION]
\ [E] Rivendell-ext400-brk_svr_MP

] Rivendell-ex4400-APFW1

Rivendell-ex2400-midsry

© orsanisauen

Here is the Marvis Minis page that shows the validation results:

@ vonior < ManvisMinis: Jan 1, 2024 11:10:28 PM

@) marvis™ .
Run Start Time Duration Progress Result site a» Created By
o o Jan 1,2024 11:10:28 PM 00:00:52 Complete Success Office [PRODUCTION] 6APs Marvis
2, clients
(5] Access points = Table N
iiter Q 16.0f6
A Switch VAN LLoPport 1D LLDP Port Description Connectivity Time
() wan edges
70 DHCP AP DNS Application
) mEEEs 71 DHCP  ARP DNs Application
= = JADE - Harry -AP24 Rivendell-EX2300-HARRYSDESK ge-0/072 ge-0/012 Jan 1,2024 11:10:48 PM
72 DHCP ARP DNs Application
Q private s
8 DHCP ARP DNs Application
<7 Location 70 DHCP  ARP DNs Application
7 DHCP ARP DNs Application
onll Analytics JADE - Saaketh-AP24 Rivendell-ex4400-1_tiny_closet mge-0/0/32 mge-0/0/32 Jan 1, 2024 11:10:49 PM
72 DHCP  ARP DNs  Application
& site 84 DHCP ARP DNs Application
70 DHCP  ARP  DNs  Application
@ organization
7 DHCP ARP DNs Application
JEWEL - Mist: KITT Rivendell-ex4400-APFW-2 mge-0/0/41 mge-0/0/41 Jan 1,2024 11:10:46 PM
72 DHCP ARP  DNs Application
84 DHCP  ARP DNs Application
70 DHCP AR DNS Application
71 DHCP  ARP DNs  Application
JEWEL - SALES Rivendell-ex4400-brk_svr_MP mge-0/0/46 mge-0/0/46 Jan 1,2024 11:10:46 PM
72 DHCP ARP DNS Application




Marvis Minis Validation Frequency

Marvis Minis validations can be triggered either automatically or manually.

e Automatic validation—Marvis Minis runs the validation every hour even if no clients are connected to
the network. If only a few clients experience network failures, Marvis Minis runs a validation to
confirm whether the issue is specific to a client or whether it is a network issue.

e Manual (on-demand) validation—As an administrator, you can initiate an on-demand Marvis Minis
validation at any time. When a configuration change or hardware change occurs in the network,
administrators can click the Test Now button in the top-right corner of the Marvis Minis page to
initiate the validation immediately. Ensure that you have selected the site you want to test from the

site selector drop-down list.

Marvis Minis Office [PRODUCTION] ~ Last 7 Days v

Q 1-1000f 199 >

Run Start Time ¥ Duration Progress Result A Created By

Jan 2,202410:10:23 PM 00:00:57 Complete Success 6 APs Marvis
Jan 2,2024 9:10:22 PM 00:00:58 Complete Success 6 APs

Jan 2,2024 8:10:25 PM 00:00:55 Complete Success 6APs

1an 2 2024 7-10:75 PM 00-00-55 Camnlete Siirrass  APs Marvis

@ NOTE: At any point in time, Marvis Minis runs only one validation per site. If an
automated validation is in progress, you cannot trigger a manual validation.

Notice that the Live Minis Tests statistic shows a value of 1, which indicates that a validation is in
progress. The table also shows the progress of the validation. Also, note that the Created By column lists
Userbecause the validation was triggered manually.
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Marvis Minis Office [PRODUCTION] ~ Last 7 Days v Test Now
2
2
15
10
s
0
Dec26 Dec27 Dec28 Dec29 Dec 30 Dec31 Jan1 Jan2
4 /159 1 0
Failed Runs | Live Minis Tests JActive Marvis Actions
Q 1-100 0f 200 >
Run Start Time ¥ ouration progress Result P Created By
Jan 2,2024 10:10:23 PM 00:00:14 In progress 0% Unknown 5 APs User
Jan 2,2024 9:10:22 PM 00:00:57 Complete Success 6 APs. Marvis
Jan 2, 2024 8:10:25 PM 00:00:58 Complete Success 6 APs Marvis
Jan 2, 2024 7:10:25 PM 00:00:55 Complete Success 6 APs Marvis
Jan 2,2024 6:10:24 PM 00:00:55 Complete Success 6 APs. Marvis
Jan 2,2024 5:10:25 PM 00:00:56 Complete Success 6 APs Marvis
Jan 2,2024 4:10:38 PM 00:00:55 Complete Success 6 APs Marvis '

I Marvis Actions for Marvis Minis

Marvis Actions provides visibility into all the ongoing issues that impact user experience in an
organization. Marvis constantly receives data observed by Marvis Minis. Marvis ingests this additional
data and lists Marvis Minis-detected failures under the Connectivity category on the Marvis Actions

page.

When Marvis Minis detects a DHCP or ARP or DNS failure for a given VLAN ID on all APs (including
APs in the expanded validation scope), the failure is listed under the Connectivity category immediately.

Here is an example that shows how a Marvis Minis-detected failure is listed as an action. Notice that
Marvis attributes the failure reason to Marvis Minis validation.

MARVIS
ACTIONS A Sites. <
) B N
/
Olayert / \ Securlty
1 Connectivity / 22 WAN Edge
[
{1 DN Failure
0 Other Actions
DNS FAILURE 4

0 - e v som
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You can click the View More link to view the details and scope of the failure on the Marvis Minis page.
You can download the dynamic packet capture (.pcap) file for any Marvis Minis-observed failure in the
same way as you would for an end-user client. A paper clip icon adjacent to the AP name indicates that
dynamic packet capture is available for the AP. The following screenshot shows the location of the paper
clip icon. Click the Download (|,) button to access the packet capture.

) buritas ¢ Dec 28, 2023 11:10:20 PM

Run Start Time Duration Progress Result site

o Dec 28, 2023 11:10:20 PMG 00:00:35 Complete Faile KR-Site-02
22, Clients

[ Access points &= Table

Switches a

Sta
AP Switch VLAN  LLDP PortiD LLDP Port Description Connectivity

(&) wan Edges "

- DHCP  ARP NS & Application
KM-Cupertino-03 Kumar-Remate-EX2300 ge-0/0/8 ge-0/0/8

S5 mist edges

40 DHCP  ARP DNS  Application

Here is a sample of a downloaded packet capture:

=
ece® A5 19-11ee-95d e
AE 0 BRE ResEF & 5 & & & &
W dns || dhcp BL <) +
No. Time Source Destination Protocol | Lengtt  Info
3 2023-12-28 23:10: 0.0.0 255.255.255.255  DHCP 346 DHCP Discover - Transaction ID @x90373627
( 4 2023-12-28 23: .0.0.0 255.255.255.255  DHCP 346 DHCP Discover - Transaction ID 0x90373627
| 5 2023-12-28 23: -~ 192.168.30.1 192.168.30.116 DHCP 329 DHCP Offer — Transaction ID 0x90373627
‘ 6 2023-12-28 23: 0.0.0 255.255.255.255 DHCP 346 DHCP Request - Transaction ID 0x90373627
7 2023-12-28 23: -~ 0.0.0.0 255.255.255.255 DHCP 346 DHCP Request - Transaction ID 0x90373627
8 2023-12-28 .. 192.168.30.1 192.168.30.116 DHCP. 329 DHCP_ACK — Transaction ID 0x90373627
27 2023-12-28 DNS 81 Standard query 0xa69f A captive.apple.com
28 2023-12-28 . DNS 81 Standard query 0xa69f A captive.apple.com
[) ~168. 8.8, Tandard query 0x0del A connectivitycheck.gstatic.com
33 2023-12-28 92.168.30.116  8.8.8.8 DNS 93 Standard query 0x0del A connectivitycheck.gstatic.com
34 2023-12-28 23:10:26.3433.. 8.8.8.8 192.168.30.116 DNS 109 Standard query response @x@del A connectivitycheck.gstatic.com A 142.251...
35 2023-12-28 23:10:26.3445.. 192.168.30.116 8.8.8.8 DNS 74 Standard query @x9fel A office.com
36 2023-12-28 23: 26,3445.. 192,168.30.116 8.8.8.8 DNS 74 Standard query 0x9f@l A office.com
37 2023-12-28 23: 26.3593.. 8.8.8.8 192.168.30.116 DNS 90 Standard query response 0x9f@1 A office.com A 13.107.6.156
38 2023-12-28 23: .3605.. 192.168.30.116 8.8.8.8 DNS 83 Standard query 0x03a9 A teams.microsoft.com
39 2023-12-28 23: 26.3606.. 192.168.30.116 8.8.8.8 DNS 83 Standard query 0x03a9 A teams.microsoft.com
40 2023-12-28 23:10:26.3912.. 8.8.8.8 192.168.30.116 DNS 237 Standard query response ©0x03a9 A teams.microsoft.com CNAME teams.office.c..

@ NOTE: After you fix an issue, it might take up to 24 hours for the Marvis action to
disappear from the Marvis Actions page. This resolution time ensures that Marvis does

not generate the same action again and rules out reoccurrences of the same issue within
24 hours.

Marvis Minis Dashboard Overview

SUMMARY IN THIS SECTION

Get familiar with the major features of the Marvis ©®  Organization-Level Marvis Minis
Minis Dashboard and the details that you can view in Dashboard | 245
the validation results. See how to use filters and



other options to find exactly the information that
you need. Site-Level Dashboard | 248

The Marvis Minis dashboard provides visibility into the validation results. To view the Marvis Minis
dashboard, select Marvis > Marvis Minis from the left menu.

In this example, you'll see the major elements of the dashboard:

Marvis Minis Entire Org ~ Last7 Days ~ e

[:lv- ns Q 1-10f1

site ap Tests Marvis Actions DHCP ARP DNs Application

Live-Demo 2APs 213 40 DHCP ARP DNS Application

At the top of the page, you'll see a graphical representation of the total validations executed, with the
green block indicating the number of successful validations. You can click each block to view the details
of each validation.

Directly below the graph, you'll see the following statistics for the organization:
e Failed sites—Number of sites that failed the validation.

e Live Minis Tests—Number of validations that are being run currently. Marvis runs only one validation
per site at a time. You cannot trigger a manual validation when an automated validation is in
progress.

e Active Marvis Actions—Number of actions detected by Marvis Minis at the organization level.

The table at the bottom of the page displays the results that are based on the context you select—an
entire organization or a single site.

Organization-Level Marvis Minis Dashboard

Here is an example of the Marvis Minis dashboard view for an organization:
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@ Mmonitor Marvis Minis Entire Org v 12:00 AM Jan 25, 2024 — 10:00 PM Jan 28, 2024 ~

) i
2\ Clients 200

[*] Access points

Switches 50

(&) WAN Edges Jan25 Jan26 Jan27 Jan28

D Mist Edges

4. 4
4 [ catan Failed Sites ~ Live Minis Tests ~ Active Marvis Actions
anl] Analytics D Runs Q 1-40f4
og Site site A AP Tests Marvis Actions DHCP ARP DNS Application
KR-Site-01 1AP 9N 1 DHCP ARP DNS Application
@ organization
KR-Site-02 1AP 264 1 DHCP ARP DNS Application
KR-Site-05 1AP 56 1 DHCP ARP DNS Application
3
L.’J KR-Site-06 1AP 63 1 DHCP ARP DNS Application ’

The Sites tab displays all the sites in the organization. The table includes:
e Site—The name of the site where the validation was run.
e AP—APs on which Marvis Minis validation is triggered.

e Tests—The number of times the validation was run on the site for the selected timeline (automated
and triggered).

e Marvis Actions—Lists the number of Marvis Actions detected by Marvis Minis for the site.

o Network and application services—Marvis Minis provides the validation results for a site for the
following network and application services:

e DHCP

e ARP

e DNS

e Application connectivity

You can view the details of each validation run on a site by clicking the site name. In this example, you
can see the validations run on a site.



247

& wonitor Marvis Minis KR-Site-02 ~ 12:00 AM Jan 25, 2024 — 10:00 PM Jan 28, 2024 ~ Test Now

) marvis™

) B
2, Clients

(] Access points

Switches 20

(&) waN Edges Jan2s Jan26 Jan27 Jan28

D Mist Edges

222 165 1 1
<7 Location Failed Runs  Live Minis Tests  Active Marvis Actions
aoll Analytics Fi Q 1-100 of 266
on Site Run Start Time ¥ Duration Progress Result ap Created By
Jan 28,2024 9:10:51 PM 00:04:45 In progress 100% In Progress 1AP Marvis
@ organization
Jan 28, 2024 9:05:34 PM (§ 00:05:17 Complete Failed 1AP Marvis
Jan 28, 2024 8:36:54 PM () 00:06:00 Complete Failed 1AP Marvis
L..j Jan 28, 2024 8:26:51 PM () 00:10:03 Complete Failed 1AP Marvis a
Jan 28, 2024 8:15:54 PM () 00:10:57 Complete Failed 1AP Marvis

The Created By column indicates who initiated the validation:
e Marvis—Indicates that Marvis initiated the validation automatically
e User—Indicates that a user initiated the validation manually

You can also use the Filter option to view specific validations. In the following example, we show you
the filtered results for tests run on a specific date.

@ Monitor Marvis Minis KR-Site-02 v 12:00 AM Jan 25, 2024 — 10:00 PM Jan 28, 2024 ~ Test Now

Marvis™

)
2, clients

(] Access points

Switches 20 ‘

(&) wan edges Jan25 Jan 26 Jan27 Jan 28

D wist Edges

222 1265 1 1

<7 Location Failed Runs  Live Minis Tests  Active Marvis Actions

ool Analytics er BWl result | success | [ Run startTime | jan 26, 2024 ):Iear Al 1-100 0f 266 >

o site Run Start Time A Duration Progress Result AP Created By
Jan 26, 2024 12:05:33 AM 00:00:53 Complete Success 1AP Marvis

@ organization
Jan 26, 2024 1:05:43 AM 00:00:43 Complete Success 1AP Marvis
Jan 26, 2024 2:05:36 AM 00:00:50 Complete Success 1AP Marvis

6
L..J Jan 26, 2024 3:05:34 AM 00:00:52 Complete Success 1AP Marvis u

Jan 26, 2024 4:05:34 AM 00:00:52 Complete Success 1AP Marvis

To view more information about each validation, click each row. You'll see the details for a validation.
The table lists all the APs at the site, the switch to which each AP is connected, VLANs, LLDP port
information, and the status for DHCP, ARP, DNS, and application connectivity.
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@it < Marvis Minis : Jan 1, 2024 11:10:28 PM
@ marvis~

un star ime buration progress Resut st " Createdsy
- Jan1,202411:10:28 PM 00:0052 Complete Success Office [PRODUCTION] 6APS Marvis
2, clients
(B s = .
[ a 160f6
" Suitch AN LuopporD 0P o escrpton Comnctiviey Time
(&) wan edges
Y 7 OHCP AP DNS Appliaton
& mems 7 OHCP AP ONs | Applcation
= JADE - Harry -AP24 Rivendell-EX2300-HARRYSDESK ge0/012 ge0/02 Jan 1, 202411:10:48 P
7 oHc AP ONS | Applcation
@ rristeso
8 OHCP AR DNS Appliation
<7 Location 7 oHc AP ONS | Applcation
71 OHC AP ONS | Applcation
ooll Anatyics JADE - Saketh-AP24 Rivendell-ex2400-1_tiny_closet mEe 00/ mge0/0/32 Jan1,202411:10:49 P
7 oHcP AP ONS | Applcation
B, sie " — I )
7 OHCP AP ONS | Applcation
@ organiaton
7 once AP ONS | Applcation
JEWEL - Mist:KITT Rivendell-ex2400-APFW-2 M0/ mee0/0/41 Jan1, 2024 11:10:46 PM
7 DHCP AR DNS Appliaton
8 oHcr AP ONS | Applcation
7 DHCP AP DNS | Applcation
7 OHCP AP ONs | Applcation
JEWEL - SALES Rivendell-exa400-brk_svr_MP mEe0/0/ME  mge-0/0/d6 Jan1, 2024 11:10:46 PM
7 oHce AP ONS | Applcation

84 DHCP  ARP DN

Site-Level Dashboard

Here's an example of the Marvis Minis page for a site. In this case, as it is a single site, you'll see only the
validations run on that site. You can click each row to view the details as described in the previous
section.

Marvis Minis Office [PRODUCTION] + Last7 Days ~ pe——

Dec26 Dec27 Dec28 Dec29 Dec30 Dec31 Jan1 Jan2

4 oo 0 0

Failed Runs  Live Minis Tests  Active Marvis Actions

Q 1-1000f 199 >

Run Start Time ¥ buration Progress Result AP Created By

Jan 2, 2024 10:10:23 PM 00:00:57 Complete Success 6APs Marvis

Jan 2,2024 9:10:22 PM 00:00:58 Complete Success 6APs Marvis

Jan 2, 2024 8:10:25 PM 00:00:55 Complete Success 6APs Marvis

Jan 2,20247:10:25 PM 00:00:55 Complete Success 6APs Marvis

Jan 2, 2024 6:10:24 PM 00:00:56 Complete Success 6APs Marvis

Jan 2, 2024 5:10:25 PM 00:00:55 Complete Success 6APs Marvis

Jan 2, 2024 4:10:38 PM 00:00:42 Complete Success 6APs Marvis o

Here's an example of a validation that detected an ARP failure on one of the APs.
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Marvis Minis retests each failure for confirmation. It also expands the scope to additional APs to identify
whether the failure is limited to a specific VLAN, AP, or switch or whether it is a sitewide issue.

Add Custom URLs for Marvis Minis Validation

SUMMARY

To expand Marvis Minis validations to include additional URLs outside your site, add the URLs that
you want to validate. For example, add Amazon Web Services and Microsoft Azure workload
application URLs to verify service reachability.

To add custom URLs:

1. From the left menu, select Organization > Admin > Settings.
2. Navigate to the Marvis Minis section on the Organization Settings page.
3. Click Add Custom URLs.



Marvis Minis
Disable Marvis Minis

Custom URLs Add Custom URLs

VLAN(s) URL

Excluded VLANs

4. Enter the URL or fully qualified domain name (FQDN) of the site and the VLANs that you want
Marvis Minis to validate.

When adding a URL for validation, note that
e If you include https://, Marvis Minis will use HTTPS.
e If you don't specify a protocol, Marvis Minis will consider HTTP.

Marvis Minis considers an application as reachable if the response status code is either 200 (OK) or
408 (for default apps).

@ NOTE: Remember that Marvis Minis learns all the APs, WLANSs, switches, and active
VLANSs in a site and automatically creates the tests to run. Marvis Minis doesn'’t restrict
the validations to the VLANSs that you specify for a custom URL. Marvis Minis runs the
validations on all the active VLANSs in a site in addition to the VLANSs that you specify
for a custom URL. If you want to exclude any VLANs from the validation scope, you'll
need to add them to the Excluded VLAN:S list. See "Exclude VLANs from Marvis Minis

Validation" on page 250.

5. Click Add.
6. Click Save in the top-right corner of the Organization Settings page.

Exclude VLANSs from Marvis Minis Validation

SUMMARY

Follow these steps if you want to exclude some of your VLANs from the validation tests.



You can add a list of all the VLANSs for which you do not want Marvis Minis to run an application
reachability check. To exclude VLANS:

1. From the left menu, select Organization > Admin > Settings.
2. Navigate to the Marvis Minis section on the Organization Settings page.

3. In the Excluded VLANS field, enter the VLANSs that you want Marvis Minis to exclude during the
validation.

Marvis Minis

Disable Marvis Minis

Custom URLs Add Custom URLs

VLAN(s) URL

Excluded VLANs

4. Click Save in the top-right corner of the Organization Settings page.

Disable Marvis Minis

SUMMARY

If you don't want to run Marvis Minis validations, you can disable them at any time.

Marvis Minis is enabled by default on all sites with APs running firmware version 0.14.29313 and later.
You can opt to disable Marvis Minis for a specific site or organization. Note that the site-level settings

override the organization-level settings.

To disable Marvis Minis:



You can re-enable Marvis Minis any time at the organization level or site level by clearing the Disable

Marvis Minis check box. You can re-enable Marvis Minis at the site level only if Marvis Minis is enabled
at the organization level.

1. Navigate to the settings that you want to change:

¢ To disable Marvis Minis at the organization level—Select Organization > Admin > Settings from
the left menu.

o To disable Marvis Minis at the site level—Select Organization > Admin > Site Configuration from
the left menu.

2. In the Marvis Minis section, select the Disable Marvis Minis check box.

Marvis Minis

Disable Marvis Minis

Custom URLs Add Custom URLs

VLAN(s) URL

Excluded VLANs

3. Click Save in the top-right corner of the page.

Marvis Minis are disabled. You can re-enable Marvis Minis anytime by returning to the settings page and
clearing the check box.

@ NOTE: You can re-enable Marvis Minis at the site level only if Marvis Minis is enabled at
the organization level.



Network and Application Monitoring with Marvis
Minis

SUMMARY IN THIS SECTION

To gain insights into network performance, view the View the Marvis Minis Timeline in the
connections timeline, site insights, and system events Successful Connect SLE | 253

for Marvis Minis. View Site Insights for Marvis Minis | 254

View System Events for Marvis Minis | 255

Juniper Mist™ uses data from Marvis Minis to analyze the end-user experience and provides the overlay
of Marvis Minis runs in the wireless service-level expectation (SLE) dashboards. You can use the
information to analyze connectivity failure trends and manage your network proactively by identifying
issues before they become larger issues affecting the end-user experience.

View the Marvis Minis Timeline in the Successful Connect SLE

The Successful Connect SLE for wireless provides a timeline that shows the actual failed connection
attempts for connected users to indicate the connection failure trend. If Marvis Minis is enabled for your
organization, the timeline includes Marvis Minis-observed failures. You can analyze the information to
correlate the Marvis Minis-reported failure and end-user-reported failures.

To view the Marvis Minis timeline:

1. Select Monitor > Service Levels from the left menu, and then click the Wireless tab.

2. Scroll down, click the Successful Connects metric, and then click the Timeline tab.
Here's a sample timeline that shows the Marvis Minis-observed failures. The timeline highlights the
validations run and the failures observed against connection attempts. In this example, notice that
Marvis Minis made 24 DHCP requests and all the requests failed. The example also highlights the
fact that Marvis Minis runs validations even when no users are connected to the network.
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Sististics  Timeline  Distribution  Affected ems  Location

Timeline Click o drag to 2oom in
Failures Astempes. B Association M Authorization Bl DHCP ARP W DNS
Marvis Minis Failures. W Authentication B Association B DHOP ARP W DNS

A B - — - . .- 1.1

]
Failures

Connected users
System changes ARMMAD A A b AMAMSS & A AAA A Y A A

I View Site Insights for Marvis Minis

Every time Marvis Minis runs a network validation, it updates the site events to provide a high-level
audit of the validation. You can view the site events on the Insights dashboard. You can view more
details on the Marvis Minis dashboard for the site.

To view the Insights dashboard:

1. Select Monitor > Service Levels from the left menu.
2. Click the Insights tab at the top of the Monitor page.

3. Select the site and the duration for which you want to view the details.
Here's an example that shows the site events captured for a Marvis Mini validation.

@ Monior Monitor [ wisks | wred [ wan | Locaton KR-Site-02 = | | 12:00 AM Jan 18, 2024 — 12:00 AM Jan 19,2024 = o

Marvis™

2, Clients

Drer lKR-Site-02

Access Points Associated Clients Mbps

3 1 0.00

Switches

(&) wAN Edges

Q3 Mist Edges

12:00 AM Jan 18 - 12:00 AM Jan 19 (drag an are Site Events | Client Events | AP Events.
350 0 e s S e scam W
<7 Location rotal Bftes Data Rate
ool Analytics
1 1 1
8, siee
6:00 PM - 7:00 PM Jan 18: 13.7 kB, 0.00 Mbps
@ organization
Site Events ¢ =
Marvis Connectivity Test completed with 0 APs failed
o5 5 o Marvis Connectivity Test completed with 0 APs failed
Marvis Connectivity Test completed with 0 APs failed StartiJanis, 2024 4:05 AMI{[Encian 18;.20244:.06 AM
18,2 W Resolved Unacknowledged Details

I Marvis Connectivity Test completed with 0 APs failed '
jan 18, 2024 2:05 AM



I View System Events for Marvis Minis

Mist displays all Marvis Minis connectivity validations executed on a site as part of the system events.
With this information, you can keep track of the connectivity validations from the Wireless SLE page.

Select Monitor > Service Levels from the left menu, and then click the Wireless tab.

You'll see the timeline for System Changes as shown here. This example shows the audit for a Marvis

Minis connectivity validation for DHCP.

@ Monitor
Marvis™
2 clients

(] Access Points

Switches

(&) waN edges

% Mist Edges
</ Location
uﬂl] Analytics
o Site

@ organization

[ Access points
switches

@) wan sages

Statistics  Timeline  Distribution  Affected ltems  Location

Timeline

Failures

Marvis Minis

Connected users

System changes

Click or drag to zoom in
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Troubleshoot Marvis Minis

SUMMARY

Follow these guidelines to resolve issues with Marvis Minis.

If you notice that Marvis Minis is not running any validations, then check whether:

e An AP or multiple APs in the site are running a firmware version earlier than 0.14. All APs in the site
must run firmware version 0.14 or later for Marvis Minis to run validations. Marvis Minis does not
run validations even if one AP in the site is running a firmware version earlier than 0.14.

o All WLANS are disabled in the site. There must be at least one active WLAN with untagged or tagged
VLANES.

e Marvis Minis is disabled at the organization level (Organization> Settings) or site level (Organization >
Site Configuration).

e The organization has an active Marvis for Wireless subscription or a trial subscription. You will not
see the Marvis Minis option in the Ul after the subscription expires.



CHAPTER

Marvis Minis SLE

IN THIS CHAPTER

Marvis Minis SLE Dashboard (Beta) | 258
Network Services SLE (Marvis Minis) | 259
Application SLE (Marvis Minis) | 264




Marvis Minis SLE Dashboard (Beta)

SUMMARY IN THIS SECTION
Get started using the Marvis Minis service-level Finding the Marvis Minis SLE
experience (SLE) dashboard to get end-to-end Dashboard | 259

visibility of the client to cloud user experience. Subscription Requirements for Marvis Minis

SLEs | 259

Marvis Minis is a digital user twin that emulates network users and evaluates the network and
application performance of your network by proactively simulating user connections through an access
point (AP). Marvis Minis runs periodic validations on active VLANs within a site to assess network
connectivity and application reachability for users. A key functionality of Marvis Minis is its ability to
detect network or application issues even in the absence of actual users. This proactive approach
enables the identification and resolution of potential issues before they affect users. To know more, see
Marvis Minis.

The Marvis Minis SLE measures the network and application performance based on the validations run
by Marvis Minis. Marvis Minis SLEs delve deeper into factors affecting the client-to-cloud user
experience helping you understand the impact and scope of issues. These factors are categorized under
two types of SLEs—Network Services and Application.

e The Network Services SLE provides insights into the failures that occurred when Marvis Minis
initiated DHCP, DNS, ARP, or authentication tests.

e The Application SLE provides insights into failures that occur after Marvis Minis initiated the
application reachability and connectivity tests. This SLE provides a comprehensive view of
application performance across the entire organization and localized performance data specific to
individual sites, enabling detailed analysis of how particular applications are functioning in different
contexts.

The SLEs provide a time series view that helps you to quickly narrow down the type of failure and the
failure start time. With detailed visibility into site-level and organization-level performance, these SLEs
enable early detection and resolution of issues.


https://www.juniper.net/documentation/us/en/software/mist/mist-aiops/topics/topic-map/marvis-minis-overview.html

a LIVE DEMO Ik
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(drag an area of interest to Zoom in) EI 3

Finding the Marvis Minis SLE Dashboard

Select Monitor > Service Levels > Marvis Minis SLE from the left menu to view the Marvis Minis SLE
dashboard. You can click each SLE to view the Root Cause Analysis page that provides details such as
the timeline of failure occurrences. impacted applications and sites.

Subscription Requirements for Marvis Minis SLEs

You do not require a separate subscription to view the Marvis Minis SLEs. Any organization with an
active Marvis for Wireless subscription is automatically entitled for Marvis Minis SLEs. Note that Marvis
Minis is supported only on APs and switches (authentication) currently.

Network Services SLE (Marvis Minis)

SUMMARY IN THIS SECTION

Use the Network Services SLE to gain insights into Classifiers | 260

user connectivity experience at an organization or Root Cause Analysis for the Network Services
site level. SLE | 261



The Network Services SLE provides insights into the number of failed DNS, ARP, DHCP, or
authentication attempts at an organization or site level based on the Marvis Minis validations. Marvis
Minis simulates and validates user connectivity on active VLANSs to ensure that users can reliably
connect to the Internet and access necessary applications. Active VLANSs refer to VLANSs that are
currently being used by clients to pass traffic.

For the validation on APs, Marvis Minis
e Sends a DHCP request on a client VLAN to check if an IP address is successfully obtained.

e Generates an ARP request to verify if the gateway is responsive, which is crucial for network
communication.

e Resolves DNS queries using all DNS server IP addresses provided in the DHCP offer. This step
confirms that DNS is reachable and can resolve the application URLs, which is vital for translating
domain names into IP addresses.

e Checks application reachability by validating the accessibility of specific applications. You can define
applications that need to be tested by Marvis Minis. You can define custom URLs/FQDNs in the
organization or site settings. See Add Custom URLs for Marvis Minis Validation .

Marvis Minis considers an application as reachable if the response status code is either 200 (OK) or
408 (for default apps).

However, if you do not define any applications, then Marvis Minis validates accessibility to
application by using default URLs such as captive.apple.com, connectivitycheck.gstatic.com,
office.com, and teams.microsoft.com, along with verifying the reachability of Office365 services.

The final step in the connectivity validation process is explicitly releasing the DHCP lease on the tested
VLAN. This ensures that resources are freed and available for other requests.

Classifiers

Marvis categorizes the results from the validations under the following classifiers to provide insights into
failures detected during the connectivity phase.

DNS 23%

A Network Services 96% \—\/VV—'—" . .
Authentication Radius 7%

DHCP 0%

e DHCP—DHCP request initiated by Marvis Minis for a client VLAN times out. This issue occurs when
the DHCP server fails to respond within the expected timeframe, potentially due to network
congestion, server misconfiguration, or connectivity issues.


https://www.juniper.net/documentation/us/en/software/mist/mist-aiops/topics/task/marvis-minis-add-custom-url.html

e Nack (Negative Acknowledgment)—The requested IP address could not be provided to theMarvis
Minis. This could happen if the IP address is already in use by another device, if the request does
not comply with the server's policy.

e Renew Unresponsive—No response to a DHCP renew request When Marvis Minis attempts to
renew its DHCP lease to maintain its IP address, it might not receive a response from the DHCP
server. This can lead to connectivity interruptions, especially if the lease expires without renewal.
Potential causes for unresponsiveness could include server outages or configuration errors on the
server.

¢ Incomplete—DHCP process did not complete. Marvis Minis could not obtain an IP address. This
could be due to incomplete or incorrect DHCP configuration settings, network issues, or server-
side errors that prevent the full exchange of DHCP messages required to establish a lease.

¢ Unresponsive—No response to a DHCP Discover request which might result in Marvis Minis being
unable to connect to the network. This can be caused due to server unavailability, or incorrect
VLAN configurations that prevent the discover request from reaching the DHCP server.

¢ ARP—Marvis Minis experienced problems related to ARP during the connectivity process.

Marvis Minis experienced issues with ARP resolution. The ARP process failed to resolve the IP
address to the MAC address of the default gateway. This prevented Marvis Minis from successfully
communicating with external networks, as the default gateway acts as a crucial point for routing
traffic outside the local network.

e DNS—DNS servers are not reachable, which indicates that attempts to resolve domain names to their
corresponding IP addresses are failing. As a result, internet services relying on domain name
resolution might be disrupted. This issue could be due to network configuration errors, server
outages, or issues with the DNS settings on your device or network.

o Authentication—Marvis Minis automatically learns all the RADIUS authentication servers configured
for your network and validates server reachability. Using preset credentials, Marvis Minis initiates an
authentication request to a RADIUS server. If the server rejects the authentication request, then it
indicates that the server is available and reachable. This is currently supported only for switches.

Root Cause Analysis for the Network Services SLE

You can use the information across the following tabs that display when you click v beside Network
Services.



@ NOTE: The same information displays when you click a classifier in the SLE block. You'll
see the tabs displayed in the Root Cause Analysis page. Click classifiers and sub-
classifiers to view the timeline and scope information on the lower half of the page.

¢ Timeline—See exactly when the issues occurred.

Here is an example of how Marvis displays the timeline for the Network Services SLE. You can view
the total number of attempts and the number of failed attempts for a specific date and time by
hovering your mouse over the graph. In this example you can see that a total of 77 attempts were
made to connect to the network on September 10 between 2 AM and 3 AM of which 2 DNS
attempts and 2 attempts to reach the authentication server failed.

' SLE DEMO
Marvis Minis SLE Entire Org v Last7 Days ~

(drag an area of interest to Zoom in) | D

105 attempts

- osttempts
v S ¥ 4otis ——
AM"F"—“_‘ A el o Authentication Radius... 351 attempts

77.0 attempts HeP Dattempts

Timeline Statistics Distribution Affected Items

Failures

Attempts DNs ARP Authentication Radius Unreachable DHCP
Attempts
DNs 2.0
ARP no data
Authentication Radius Unreachable 2.0
DHCP no data
B attempts
~ 202.8 Sep 10, 2025 2:00:00 AM - 3:00:00 AM
R - "

e Statistics—See the success rate, number of sites experiencing failures and the latency information.
The Distribution graph indicates the latency. In this example, you can see that 10000 connection
attempts experienced a latency of 50 ms.



@ suommo
Marvis Minis SLE Entire Org Last 7 Days +

(drag an area of interest to Zoom in)

v Network Services 7a.5 —L‘ﬂ——d_\—’v_v_\’\-""_“._\d_

Timeline  Statistics  Distribution  Affected Items

Success Rate Distribution

97 %

75.5 attempts avg.

Sites Tests
below service level goal below service level goal
100« 30«
3/3 433/1429
¢ Distribution—See which sites and VLANs were affected.
Marvis Minis SLE Entire Org ~ Last 7 Days v
(drag an area of interest to Zoom in) - &
Radius Unreachable 65%
w Network Service 97% ' ' V ons ==
ARP 0%
DHCP 0%
Timeline Statistics Distribution Affected Items
Servers Q. Filter
Sites Name Overall Impact Failure Rate ¥ Anomaly o1x
VLANS 33% 2% 0.00x
3% <1% 0.00x
10.10.10.10 32% 100% 0.00x
172.144.20.10 22% 100% 0.00x
.144.20.12 10% 100% 0.00x

o Affected ltems—See which applications and sites were affected and how much each one contributed

to the overall impact. Also see the individual failure rate for each application or site.
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Applications 2 Q
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Application SLE (Marvis Minis)

SUMMARY IN THIS SECTION

Use the Application SLE to assess the performance Classifiers | 265

of applications in your network. Root Cause Analysis for the Application
SLE | 265

Marvis Minis runs validations using curl tests to assess application reachability and network connectivity
issues. These tests help determine if an application server is responsive and accessible. Applications are
constantly monitored, with classifiers being triggered at the first sign of latency or reachability issues.

The Application SLE provides insights into the reachability of applications based on the Marvis Minis
validations. If an application is down or unreachable, the SLE can provide insights into potential network
connectivity issues or server downtime. The Application SLE can also help determine if network latency
is affecting application performance.



Classifiers

The Application SLE classifiers help distinguish whether an application is reachable or whether the
application performance is degraded due to network latency.

The Application SLE classifiers help differentiate between two critical conditions affecting applications—
reachability and performance degradation caused by network latency.

Application Reachability 55%
94% \\__\______\/\'_
A Applicatio v Network Latency 33%

Internet Services 12%

e Application Reachability—This classifier indicates unsuccessful HTTP requests based on the
validation data. Marvis Minis verifies application reachability by using default Internet connectivity
URLs. You can also define custom URLs/FQDNSs in the organization or site settings. See Add Custom
URLs for Marvis Minis Validation .

Marvis Minis considers an application as reachable if the response status code is either 200 (OK) or
408 (for default apps).

¢ Network Latency—This classifier lists the number of attempts when the application response is slow
due to latency. The latency can be caused due to a network issue or an issue with the application.
The latency is computed based on curl tests and comparison with a rolling baseline over the past 14
days. .

¢ Internet Services—This classifier lists failures experienced by users when accessing application due
to:

e Latency—Application slowness due to DNS latency. A high DNS latency can result in slower
application page load times as the browser must wait longer to receive the IP address before it
can start loading the page.

o DNS—Application failures due to DNS resolution issues.

Root Cause Analysis for the Application SLE

You can use the information across the following tabs that display when you click ¥ beside Application.

@ NOTE: The same information displays when you click a classifier in the SLE block. You'll
see the tabs displayed in the Root Cause Analysis page. Click classifiers and sub-
classifiers to view the timeline and scope information on the lower half of the page.

¢ Timeline—See exactly when the issues occurred.


https://www.juniper.net/documentation/us/en/software/mist/mist-aiops/topics/task/marvis-minis-add-custom-url.html
https://www.juniper.net/documentation/us/en/software/mist/mist-aiops/topics/task/marvis-minis-add-custom-url.html

Here is an example of how Marvis displays the timeline for the Application SLE. You can view the
total number of attempts and the number of failed attempts for a specific date and time by hovering
your mouse over the graph. In this example you can see that a total of 148 attempts were made to
connect to the network on September 9 of which 2 attempts failed due to network latency and 2
attempts failed due to issues with the Internet services.
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Attempts
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Network Latency 10.0
A A A A
Internet Services 2.0
Sep 9, 2025 11:00:00 PM - Sep 10, 2025 12:00:00 AM

e Statistics—See the success rate, number of sites experiencing failures and the latency information.
The Distribution graph indicates the latency. In this example, you can see that ~1000 connection
attempts experienced a latency of up to 200 ms.



~ Application 139.4

Timeline ~ Statistics  Distribution  Affected Items

Success Rate Distribution

97 %

139.4 attempts avg.

Tests
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204/557
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Distribution—See which switches, APs, and VLANs were affected.

° SLEDEMO
Marvis Minis SLE Entire Org ¥ Today ~

(drag an area of interest to Zoom in) [j #

ARP 0%
0, DNS 33%
~ Network Services 96% —_— — T .
Radius Unreachable &%
DHCP 0%
Application Reachability 7%
« Application 93% /\/W Network Latency o
Internet Services 10%
Timeline  Statistics Distribution  Affected Items
Servers Q  Filter
Sites Name Overall Impact Failure Rate M Anomaly 01x
VLANS PoC- Site 25% 3% 0.00x
PoC-Site2 15% 5% 0.00x
Primary Site 59% 18% 0.00x

Affected Items—See which applications were affected and how much each one contributed to the

overall impact. Also see the individual failure rate for each application.
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n SLE DEMO
Marvis Minis SLE | crzentrecrg = | Today ~
(drag an area of interest to Zoom in) [:] #
o%
A Network Services 96% —_— — ~— DNS 33%
Radius Unreachable %
DHCP 0%
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v Application 93% m 1%
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Timeline Statistics Distribution Affected Items
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You can view in-depth information for applications at an organization or site-level. Here are the different
options to view data:

¢ All applications in an organization
This view is the default view as shown in the above example.
¢ A specific application at an organization level

Click the specific application listed in the Affected Items tab (which is the default view shown above).
You can view the details as shown in the following example.
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All applications in a site

Select a site from the drop-down list on the top of the page, and navigate to the Affected Items tab.
You can see the data for all the applications that experienced issues within the selected site.
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¢ A specific application at a site level

Select a site from the drop-down list on the top of the page and navigate to the Affected Items tab.
Click an application to view the details. The site-level application view offers additional insights for
the selected application, providing a more granular understanding of its performance and issues:

e Network Latency
e Packet Loss
e Curl Latency

e Traceroute

@ NOTE: The Latency, Jitter, and Traceroute statistics are currently available as part of the
Beta program for the enhanced Marvis Minis. Contact your account team to participate

in the Beta program. Also, note that these sections are displayed only for an application
at the site level.
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Marvis Conversations and Queries Overview

SUMMARY

Watch a video demo to see how easy troubleshooting is with help from the Marvis Conversational
Assistant and Marvis Query Language.

You can interact with Marvis by using the Marvis Conversational Assistant or by entering structured
gueries using the Marvis Query Language.

Marvis Conversational Assistant Video Demo

In this video demo, Marvis helps to troubleshoot an issue with Microsoft Teams.

@ NOTE: You also can enter structured queries by using the Marvis Query Language. For
more information, see "Marvis Query Language" on page 277.

Get started:

e To use the Conversational Assistant—Click the Marvis icon at the top-left corner or bottom-right
corner of the Juniper Mist portal. For more information about the conversational assistant, see
"Marvis Conversational Assistant" on page 274.

1" Juniper Mist™ n

o To use the structured query language—Select Marvis > Marvis Actions from the left menu. Then click
the Ask a Question button at the top-right corner of the page. For more information about the query
language, see "Marvis Query Language" on page 277.


https://mist.wistia.com/embed/iframe/vyn1tnc3lb

Marvis Conversational Assistant

SUMMARY IN THIS SECTION

Get started using the Marvis Conversational Video Demo | 274
Assistant to get information about your network,

Requirements | 274
troubleshoot issues, and find documentation.

Finding the Conversational Assistant | 275
Using Natural Language | 275

Following Prompts | 275

The conversational assistant offers help by using natural language processing (NLP) and natural language
understanding (NLU) capabilities. It continues to improve its responses by learning from user feedback.

Marvis can:
e Provide information about sites, devices, clients, and applications
e Help troubleshoot issues with sites, devices, clients, and applications

You can interact with the conversational assistant by following prompts or by entering questions and
statements like you would in a normal conversation. For example, you can ask, “How many switches are
connected?” or “How is the primary site working?”

Video Demo

Watch a user interact with the Marvis conversational assistant.

Requirements

To use the conversational assistant, you must:


https://mist.wistia.com/embed/iframe/r4bm3k4cty

e Meet the subscription requirements. For more information, see "Subscriptions for Marvis" on page
156.

e Have a user account with permission to access all sites in your organization.

Finding the Conversational Assistant

Click the Marvis icon at the top-left corner or bottom-right corner of the Juniper Mist portal.

1" Juniper Mist™ u

Using Natural Language

Click the Marvis icon, and then enter your question or concern in the Message box at the bottom of the
Marvis window.

MARVIS ", -

Hello, ! I'm Marvis, your virtual network
assistant.

Here are some options to get started:

Following Prompts

Click the Marvis icon, and then click one of the buttons that Marvis displays.



MARVIS K, =

Hello, !'I'm Marvis, your virtual network
assistant.

Here are some options to get started:

/N Troubleshoot | (Q Search | [=] Documentation

¢} Marvis Actions

The initial prompts include:

e Troubleshoot—Click this option to troubleshoot issues with a site, application, device, and wired or
wireless client.

e Search—Click this option to search for users, devices, and sites.
e Documentation—Click this option to search for documentation.
e Marvis Actions—Click this option to see pending actions from the Actions dashboard.

After you respond to a prompt, Marvis continues the conversation by displaying another prompt. In the
following example, you can see the interaction between Marvis and a user who wants to troubleshoot
issues with a site.

MARVIS Ry =

Hello, ! I'm Marvis, your virtual network

assistant.

Troubleshoot

What would you like to troubleshoot?

5L Device (<3) Application

Can you tell me the site name?
y 5 Q@

Troubleshoot Site
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@ NOTE: You can also access the conversational assistant from the support ticket creation
page to quickly troubleshoot impacted sites, devices, and clients before submitting a
support ticket. For more information, see Create a Support Ticket.

Marvis Query Language

SUMMARY IN THIS SECTION
Start using the Marvis Query Language to structure Troubleshoot Using Marvis Query
queries that pull data from Marvis. Language | 279

Client Roaming Visualization | 286

The Marvis Query Language provides a structured framework for querying Marvis to get data that helps
you monitor or troubleshoot your network. You can use queries to quickly find details about an event or
failure in your network and about the affected devices.

Video Demo

Marvis Query Language Structure
A query can contain the elements listed below. Use your space bar after selecting each element to see

the next available options.

e Query Type—Defines what you want Marvis to do (for example, COUNT, LIST, RANK, LOCATE, or
TROUBLESHOOT).

e Value—Specifies a unique value that is specific to an organization, such as a client's name.

e Query Object—Indicates Mist-defined objects (for example, APEvents, ClientEvents)


https://www.juniper.net/documentation/us/en/software/mist/mist-management/topics/task/support-create-ticket.html
https://mist.wistia.com/embed/iframe/iysi9nyh5a

e Clause—Acts as a qualifier for the overall query (for example, of, with, or by).
o Filter Type—Narrows the results based on pre-defined filter types.

You can also add a duration to the end of a Marvis query, and download the results in CSV format, along
with the query string.

Finding the Marvis Query Page

Select Marvis > Marvis Actions from the left menu. Then click the Ask a Question button at the top-right
corner of the page.

Entering a Structured Query

Marvis guides you step by step to enter the required elements in the query.

To get started, click in the Enter a query text box. Then click one of the options in the drop-down menu.

MARVIS

‘/‘\\

Que  ATTRIBUTE
COUNT
LisT
LOCATE
RANK
ROAMINGOF

SEARCH

After you click an option, it appears in the query box. Press the space bar, and Marvis displays the
available options. Here's an example of the options for the LIST query type.

MARVIS

Continue pressing the space bar and selecting options until you've entered a complete query. Here's an
example of a RANK query that ranks clients based on the authentication failures:



second (Mbps)

@ NOTE: AP-specific queries have been updated so that you can now LIST, COUNT, and
RANK APs based on the following parameters: Eth Port Speed, LLDP Allocated Power,
LLDP Negotiated Power, External IP Address, 2.4GHz TxPower, 2.4GHz Channel, 5GHz
TxPower, 5GHz Channel, 6GHz TxPower, and 6GHz Channel.

For more information about useful queries, see "Troubleshoot Using Marvis Query Language" on page
279.

Troubleshoot Using Marvis Query Language

SUMMARY IN THIS SECTION

Use these examples to see how you can use Marvis View Event and Device Details | 280

queries to monitor and troubleshoot your network. View Roaming Details of a Client | 283

([ J

[ J

®  View Status of a Client | 283

®  Troubleshoot APs, Sites, or Clients | 284
[ J

Locate APs, Sites, or Clients | 285
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View Channel Utilization of an AP | 286

View Event and Device Details

To troubleshoot problems and understand network behavior, you might need to look at event details or
device details. You can use the LIST query to view details for the following:

e Access points (APs)

e Clients (including wired clients)
e Switches

o AP events

e Client events

¢ Switch events

e Mist Edges

Mist Edge events

Table 25 on page 280 and Table 26 on page 282 provide a few LIST queries that you can use as a
reference to build queries based on your requirements.

Table 25: Key LIST Queries to View Events

If you want to view Use

Client events for an AP during a specific time interval LIST ClientEvents WITH AccessPoint <AP name>
DURING <time duration>

All events for an AP LIST ApEvents WITH AccessPoint <AP name>

Events of a specific type for an AP LIST ApEvents WITH ApEventType <event-type>
AND AccessPoint <ap-name>

All events for a switch LIST SwitchEvents WITH Switch <switch name>

Events of a specific type for a switch LIST SwitchEvents WITH SwitchEventType <event-
type> AND Switch <switch-name>



Table 25: Key LIST Queries to View Events (Continued)

If you want to view Use

All events for Mist Edges at a specific site LIST MistEdgeEvents WITH Site <site-name>

The following example shows the events for all clients associated with a particular AP. To view more
details about an event, you can click the arrow in the first column of the table.

TELL ME MORE

This example shows the list for a specific event type:

ay" DURING "Last 7 Days

Hiow wioukd yoU rate my response? THLL M MOR



Table 26: Key LIST Queries to View Devices

If you want to view Use

Switches of a particular model in a site LIST Switches WITH Model <model number> AND
Site <site name>

Clients connected to an AP LIST Clients WITH AccessPoint <AP name>

APs of a specific model in a site LIST APs WITH Model <mode/ number> AND Site
<site name>

All the wired clients in a site LIST WiredClients WITH Site <site name>

Mist Edges in a site LIST MistEdges WITH Site <site name>

The following example shows the output for a LIST query. Note that you can enter a partial IP address to
search for devices in specific subnets. For additional actions, you can click the More Options icon at the
top-left corner of the table.

MARVIS o=

In addition to the LIST query, you can use the COUNT query to get a count of events or devices that
match the query. The COUNT query uses the same structure as the LIST query. Here is a screenshot
that shows a sample output for the COUNT query. You can click VIEW EVENT LIST to see the event
details.



MARVIS

View Roaming Details of a Client

You can use the ROAMINGOF query to see a graphical view of a client roaming between different APs.

ROAMINGOF <client name>DURING <time interval>

View Status of a Client

The STATUSOF query provides an overview of clients that are facing connectivity issues in a site or
wireless LAN (WLAN). The query output displays a ranked list of clients, starting with the clients
experiencing the greatest number of issues. With this query, you can quickly identify clients facing
connectivity issues in your site. You can use this query at the start of a troubleshooting session to
identify the affected clients. You can then drill down into the client details to find the root cause of the
issue. You can click a client to look at its service levels or insights, or to initiate the TROUBLESHOOT
query on Marvis.

STATUSOF Clients WITH Site <site name>



You can also view clients facing specific problems such as coverage issues, throughput problems,
connectivity issues, and so on. For example, the query STATUSOF Clients WITH Problem Capacity lists
all clients experiencing capacity issues in your organization.

Troubleshoot APs, Sites, or Clients

Table 27 on page 284 lists a few TROUBLEHOOT queries that you can use to troubleshoot a site, a

client, or an AP.

Table 27: TROUBLESHOOT Queries

If you want to troubleshoot

A client, an AP, or a site

A wireless client, an AP, or a site facing connectivity
issues

A wireless client, an AP, or a site facing connectivity
issues for a specific duration

Use

TROUBLESHOOT <client/site/AP name>

TROUBLESHOOT <client/site/AP name>WITH
Problem SlowToConnect

TROUBLESHOOT <client/site/AP name>WITH
Problem UnableToConnect

TROUBLESHOOT <client/site/AP name>WITH
Problem UnableToConnect DURING <#ime duration>

The following screenshot shows the output for the TROUBLESHOOT <site name> WITH Problem
UnableToConnect query. You'll see that Marvis provides data such as the cause of the issue, the band,

and the WLAN on which the issue occurred.
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Select one or more categories for further investigation

You can drill down into more details by clicking each of the categories. If you click the Service Levels

category, Marvis provides more details about the issue as shown in the following screenshot:
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Locate APs, Sites, or Clients

You can use the LOCATE query to find your site, AP, or client. The query output displays a map view of
the site location that you configured in Organization > Site Configuration. For APs and clients, Marvis
shows the location of these devices on your floorplan. Marvis also displays additional information and
provides links to the Insights, Service Levels, and Troubleshoot pages.



MARVIS
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View Channel Utilization of an AP

You can use the UTILIZATIONOF query to view the channels that an AP is broadcasting and the usage

levels between the 2.4 GHz, 5 GHz, and 6 GHz bands. You can click Show Channels to see a breakdown
of all specific channels that the AP uses.
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Client Roaming Visualization

SUMMARY

Gain additional insights by using the ROAMINGOF query to view the client roaming status.

Marvis provides a visualization of your device’s roaming history and behavior. It includes information
about the access points (APs) and radio bands the device connects to, and the received signal strength
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indicator (RSSI) values of the connection. Marvis uses the data from Client Events to provide a visual of
the path your device takes and its transitions between various APs. Marvis indicates a Bad roaming
status when the RSSl is low and a warning roaming status when the client switches to a different radio
band or wireless LAN (WLAN) while roaming.

You need to use the Marvis query (ROAMINGOF) to view the client roaming status. If you want to get a
more detailed view of the visualization, you can zoom in. Use the magnifier buttons on the top right of
the timeline or click and drag your cursor in a particular section to zoom in on a specific time interval.

Marvis highlights information such as the roaming status, RSSI value, and transitions, to improve
troubleshooting. The dots you see in this screenshot indicate Transient Associations, which means that
the device was associated with the AP for a very short time.
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Here is a zoomed-in view of transient associations in the 9:45 a.m. - 9:54 a.m. time interval.
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You can hover over the roaming status icons on the timeline to view detailed information about the
roaming event, such as the WLAN, channel, band, and RSSI. Here you can see that the client
experienced a good roaming event between the APs at 9:49 a.m.
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Here's an example of a bad roaming event. Notice that Marvis indicates a low RSSI for this event.
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In the following screenshot, you can see that the client switched from the 5 GHz radio band to the 2.4
GHz band while roaming. Marvis displays the roaming status as Warning.
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Marvis Client Overview

SUMMARY

Get familiar with the Marvis Client. Understand how
you can use Marvis Client to get visibility into how
your device interacts with the wireless network.

Marvis client is a software agent in the form of an app or headless service that is installed on end-user

IN THIS SECTION

Marvis Clients View in the Juniper Mist
Portal | 293

Subscription Requirements for Marvis
Client | 294

Supported Devices | 294

devices to view the network from the client's perspective. You can view detailed data and telemetry
about how the client experiences the wireless connection, including insight into client roaming

behaviors. The Marvis client recognizes the wireless connection and the corresponding signal strength.

The Marvis client collects data on your device's Wi-Fi interactions, including signal strength, connection
quality, and other network metrics. Juniper Mist uses this data to provide a comprehensive view of the
device's network experience. You can use this data to identify potential issues or areas for improvement.
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@ NOTE: To use the Marvis client, you must install it on a compatible device and connect
your device to a Juniper Mist AP. You also must have a Marvis subscription. For more
information, see "Subscriptions for Marvis" on page 156.

The Marvis client provides an additional layer of detail by displaying device type, manufacturer, and
operating system, as follows:

e Detailed wireless properties: Mist’s device fingerprinting provides the manufacturer, device type, and
OS of the device. The Marvis client enhances this visibility by providing the OS version along with
the radio hardware (adapter) and firmware (driver) versions. The Marvis client also enhances the Mist
device fingerprinting of the device type and OS version in cases where the other Mist fingerprinting
data sources—such as user agent and DHCP fingerprinting—lack accuracy. This level of visibility helps
you identify:

e Exceptions in terms of a device with different properties (such as the OS, radio hardware, and
firmware) when compared to other devices of the same type.

e Device-generic issues (for example, issues due to a firmware version).

Current Client Properties

Properties
Location 01 - Office

MAC Address

Hostname android-1e2ffb2d7900b121
Username

Role

Device Type Zebra TC57

Manufacturer Zebra Technologies Corp.

SDK Version 3.0.0

Radio Hardware Zebra Wi-Fi Adapter

Radio Firmware 11-35-05.00-RG-U00-5TD-HEL-04
Operating System Android 11 11

o Coverage issues due to asymmetry: A Juniper access point (AP) indicates the received signal strength
indicator (RSSI) at which it detects a client. The Marvis client provides the RSSI at which the client
detects the AP. This data helps you identify asymmetries in the power level between the client and
AP. You can then resolve asymmetries that could result in a poor connection.



¢ Connection type: You can see when the device switches between a wireless and a cellular
connection type, along with the corresponding signal strength.

¢ Roaming behavior: Roaming decisions and how a client decides to connect to an AP on a specific
band is a client decision. The Marvis client provides visibility into how the client detects the
neighboring APs.

The following video provides a high-level overview of the Marvis client.

Marvis Clients View in the Juniper Mist Portal

You can view all connected Marvis clients directly on the Juniper Mist portal on the WiFi Clients page
(Clients > WiFi Clients > Marvis tab). You can view a graphical representation of your Marvis clients and
their detailed information including manufacturer, device type, OS version, and radio hardware and
firmware. You can see the current and historical snapshots of the connected clients in a specific site.

The Marvis clients page also highlights possible outliers that do not conform to the properties (for
example, radio firmware version) seen for other clients with the same manufacturer or device type.

You can select either the Tree or List view to display your Marvis clients, as follows:

e Tree view: Groups clients based on their properties. Marvis classifies the clients by manufacturer,
device type, OS version, radio hardware, and radio firmware. The tree view displays the total number
of Marvis clients for the specified site and time range.

B uveoemo Change language (en) = | MON 123870

Marvis Clients LiveDemo v | | Lve Guest Marvis | Today v

Total Clients 3 | e outlers 0

e List view: Presents client information in a tabular format. The default columns include user,
hostname, MAC address, manufacturer, device type, device OS, radio hardware, radio firmware, and


https://youtu.be/DVfjEDJf5ZA?si=zb3wJ9Iivj0bIP04

client-reported RSSI value. The list view displays up to 50 clients on a single page. You can navigate
between pages by using the arrow buttons located on the top-right corner of the list.

You can filter the list view by entering keywords in the search filter located at the top-left corner of
the list. You can also filter the list view by clicking any client property in the tree view. When you
click a property, the selected property and the path from the root property to the selected property
are highlighted. You can then see the applied filters above the list view.

Subscription Requirements for Marvis Client

You'll need a Marvis Client (S-VNACLIENT) subscription per client.

Supported Devices

The Marvis client is supported on the following devices:
e Android—Oreo 8.0 and later releases
e Windows—10 or later releases

e macOS—macOS 12 or later releases



Marvis Android Client

SUMMARY

Complete the preinstallation tasks, and then choose
the method that you want to use to install the Marvis
Client on your device.

IN THIS SECTION

Marvis Android Client Installation
Overview | 295

Deploy the Marvis Client Using the SOTI
MDM | 301

Deploy the Marvis Client Using AirWatch or
VMware Workspace ONE | 303

Deploy Marvis Android Client Using
Intune | 303

Deploy Marvis Android Client Using Other
MDMs | 305

Verify the Installation | 305

View Logs in the Marvis Android Client
| 306

The Marvis client for Android provides detailed visibility into how your Android device interacts with the
wireless network. It helps optimize network performance, streamline troubleshooting, and enhance

overall user experience by providing insights into device connectivity and performance.

The Marvis Android client is supported on the following devices:

e Android handheld devices and smartphones that run Android 11.0 and later versions

e Zebra devices that run Android 11.0 and later versions

Marvis Android Client Installation Overview

IN THIS SECTION

Requirements | 297
Operational Modes | 299



® Connection States | 301

You can use any one of the following methods to install the app:

Manual—Download and install the Marvis client app directly from the Google Play Store or the

Juniper Mist portal.
To download the client from the Juniper Mist portal:
1. Select Organization > Admin > Mobile SDK from the left menu.

2. Click Marvis Client at the top of the Mobile SDK page.

3. Select the app version under Android, and then click Download Installer.

NPy Mobile SDK [ et |
] marvis™

Marvis Client Download Links
)

o)
(oo EIETS Windows

Select app version: App version v
m Access Points

Direct download link: Download Installer

Switches MacQs

Select app version: App version v
@ WAN Edges Direct download link: Download Installer

Android

% Mist Edges

select from the list of versions.
</ Location Select app version: App version v

Direct download link: Download Installer
nI:I[I Analytics

o Site
A8 ArB Testing

@ Organization

Visit the Play Store to get the latest version. If looking for an older release, please

Android Debug Bridge (ADB)—Install the app using ADB, a command-line tool that developers can
use to communicate with Android devices to debug issues and install/uninstall apps.

Mobile device management (MDM)—Use any of the following MDM solutions to install the app:

o AirWatch or VMware Workspace ONE

296


https://play.google.com/store/apps/details?id=com.mist.marvisclient&hl=en_US

e SOTI

@ NOTE: We've tested interoperability only with the MDMs listed above.

Requirements

Before you start the installation:

e Enable the mandatory permissions listed in Table 28 on page 297 for the app.

Table 28: Permissions Required for the Marvis Client App for Android

Permission

Location—Set as Allow all the time

Bluetooth

Nearby devices

Notifications

Camera—Set as Allow Once

Description

Enables the Marvis client app to
obtain the Wi-Fi roam data and
function as expected.

Allows the app to obtain the x and
y coordinates of the location.

Enables the app to determine the
relative location of nearby
devices. Android 12 needs this
permission enabled to run the
location service on mobile
devices.

Enables notifications if you want
to be notified when the Marvis
client is running actively in the
background.

Enables you to scan the QR code
during enrollment. You need not
enable this permission if you are
installing the app through ADB or
MDM.

Mandatory or Optional

Mandatory

Mandatory

Mandatory

Optional

Optional

e Configure your network firewall settings to allow the Marvis client to connect to your organization.



If your organization resides in the Amazon Web Services (AWS) cloud (default), use the following
settings:

o wss://client-terminator.mistsys.net:443/ws or protocol WSS (websocket) port 443 for domain/
path

e https://api.mist.com or the HTTPS protocol port 443 for domain
If your organization resides in the Google Cloud Platform (GCP) cloud, use the following settings:
e wss://client-terminator.gc1.mist.com/ws or protocol WSS (websocket) port 443 for domain/path

e https://api.gcl.mist.com/ or the HTTPS protocol port 443 for domain

@ NOTE: If your organization resides in a cloud other than AWS or GCP, contact the
support team for the appropriate URLs to configure the firewall settings.

e Obtain your secret token or QR code to onboard the Marvis client.
1. Select Organization > Admin > Mobile SDK from the left menu.

2. Click Token at the top of the Mobile SDK page.
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3. Create a new token, or use an existing token:

¢ For a new token—Click Create Invitation. Enter a name for this invitation, and then click
Create. When the token appears on the page, click View to see the QR code.

e For an existing token—Refer to the token names to find the one that you want to use. Click the
View link on the right side of the page to see the QR code.

@ NOTE: To obtain the secret token using API, see Create SDK Invite.

As a best practice, we recommend that you disable the random MAC address. This avoids the need to
re-register your device every time it connects to the network. To disable the random MAC address:


https://www.juniper.net/documentation/us/en/software/mist/api/http/api/orgs/sdk-invites/create-sdk-invite

1. Navigate to the Settings page on your device.
2. Tap Network & Internet or Connections and then tap Wi-Fi.
3. Tap the gear (settings) icon next to the wireless connection.

4. Tap MAC Address Type and then tap Phone MAC.

Operational Modes

The Marvis client operates in the following modes:

e Onboarding mode—Default mode when you install the Marvis client app using the GUI method. In
this mode, you can onboard devices through a NAC portal.

e Telemetry mode—Mode when you install the Marvis client app using the CLI method. This mode is
the standard operational mode for live environments.

Configure Marvis Android Client for Onboarding

You can use the Marvis Client app to onboard devices to the Juniper Mist Access Assurance network
through a custom Network Access Control (NAC) portal. For more information, see Client Onboarding
Through a NAC Portal Using the Marvis Client App.

Configure Marvis Android Client to Operate in Telemetry Mode

To enable the Marvis client to operate in Telemetry mode, install the Marvis client using an MDM
("Deploy the Marvis Client Using the SOTI MDM)" on page 301 or adb command ("Deploy Marvis
Android Client Using Other MDMs" on page 305).

Admin Mode on the Marvis Android Client

When you open the Marvis client in onboarding or Telemetry mode, you'll see only the Network
Onboarding and About options. To view other menu options, you'll need to switch to the Admin mode:

1. Tap the hamburger icon, and then tap the Marvis client icon 7 times.

2. Enter the password as AlDriven. Now you can see that you are in the Admin mode and can view
additional menu options.


https://www.juniper.net/documentation/us/en/software/mist/mist-access/topics/topic-map/nac-client-onboarding-through-marvis-client.html
https://www.juniper.net/documentation/us/en/software/mist/mist-access/topics/topic-map/nac-client-onboarding-through-marvis-client.html
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Connection States

The Marvis client status is indicated by the following visual indicators and connection states. Note that
you can view these states only if the Marvis client is in Telemetry mode.

Cannection Stms

Disconnected

e Disconnected—Client is not connected to the Juniper Mist cloud.
e Connected—Client is connected to the Juniper Mist cloud.

e Sleep —Client is connected to the Juniper Mist cloud through a non-Juniper AP.

Deploy the Marvis Client Using the SOTI MDM

To deploy the Marvis client using a mobile device management (MDM) solution, you must customize the
Android package kit (APK) package deployment. You customize the APK deployment with the intent
action to set the secret software development kit (SDK) token upon installation. When you launch the
customized application package, the client is fully preconfigured and onboarded for operation.

You can onboard the Marvis client using the SOTI MDM.



@ NOTE: We do not present the overall generic Android application deployment process
with SOTI. We present only the information necessary to customize the Android
application to complete the Marvis client deployment.

Before you begin:

1. Ensure that you have a Windows device or a virtual machine (VM). You will run Package Studio,
which runs only on Windows devices.

2. Download SOTI’s MobiControl Package Studio (McStudio.exe).
To deploy the Marvis client using the SOTI MDM:

1. On your Windows device or VM, launch Package Studio and create a package project with the
following settings:

e Processor—All (unless you're targeting specific CPU or device types)
¢ Platform—Android

e OS Version—11 or later

¢ Version String—Same as the APK version

e Vendor—Juniper Networks

e Optional space requirement specifications
2. Add the Marvis client APK.
3. Add the following script file:

e Script Engine—Legacy

e Script Type—Post-Install

4. Import the script file. The script file must have the following content:

sendintent -a "intent:#Intent;
action=android.intent.action.MAIN;component=com.mist.marvisclient/.MainActivity;S.MOBILE_SDK_S
ECRET=TheSecretValueHere(string);end;"


https://www.soti.net/mc/help/v14.1/en/packagestudio/start/installing.html

If you have configured a specific port on a Zebra device for voice calls, then the script file must have
the following content:

sendintent -a "intent:#Intent;
action=android.intent.action.MAIN;component=com.mist.marvisclient/.MainActivity;S.MOBILE_SDK_S
ECRET=TheSecretValueHere(string);S.MOBILE_VOICE_CALL_PORT=5070;end;"

5. Build the package.

When you deploy the customized package with SOTI, the Marvis client is preconfigured and onboarded.

Deploy the Marvis Client Using AirWatch or VMware Workspace ONE

We do not cover the overall generic Android app deployment process with AirWatch. We cover only the
specific steps needed to complete the Marvis client deployment.

Use the following intent command to deploy the client:

mode=explicit,broadcast=false,action=android.intent.action.MAIN, package=com.mist.marvisclient,cla
ss=com.mist.marvisclient.MainActivity,extraString=MOBILE_SDK_SECRET=TheSecretValueHere(string)

If you have configured a specific port on a Zebra device for voice calls, then use the following intent
command:

mode=explicit,broadcast=false,action=android.intent.action.MAIN,package=com.mist.marvisclient,cla
ss=com.mist.marvisclient.MainActivity,extraString=MOBILE_SDK_SECRET=TheSecretValueHere(string),ex
traString=MOBILE_VOICE_CALL_PORT=5070

You can use the following references to deploy the intent command:

e Configuring Automatic Launch for Android Mobile Devices if you have already deployed the Marvis
client on the device

e Runlntent Action, File-Action Android for new deployments of our APK installer on devices

Deploy Marvis Android Client Using Intune

Follow the procedure in Add Managed Google Play Apps to Android Enterprise Devices With Intune to
deploy the Marvis Android client using Intune.


https://docs.trendmicro.com/all/ent/tmms-ee/v9.8_sp4/en-us/tmms-ee_9.8_sp4_ssdm_olh_server/Configuring-Automati.html
https://docs.vmware.com/en/VMware-Workspace-ONE-UEM/services/ProdProv_All/GUID-FBB62176-0AE9-40CD-89CD-553E9BE04D95.html
https://learn.microsoft.com/en-us/intune/intune-service/apps/apps-add-android-for-work
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Once the Marvis client is installed successfully, add the configuration details such as secret token,
location mode, device name:

1. On the Intune portal, navigate to Apps>Manage Apps.
2. Select Configuration>Create>Managed devices.

3. Add Basic details such as the name, platform, and profile type. Select Marvis Client as the Targeted
app.

4. Add the location access permissions and configuration settings such as
MOBILE_LOCATION_DURATION, MOBILE_LOCATION_MODE, MOBILE_CLIENT_NAME, AND
MOBILE_SDK_SECRET.

Microsoft Intune admin center

& Home > Apps | Overview > Android | Configuration

Home 2 2 H
f Create app configuration policy
£l pashboard
— Permissions
= All services
Permissions granted here will override the "Default app permissions” policy for the selected apps.
© Explorer
= Learn more about Android runtime permissions
L} Devices
ans +Add
222 Apps -
@, Endpoint security Permission Ty Permission state T. Permission name Ty Permission group .
i
‘) Agents Location access (background) | Prompt ~ | ACCESS_BACKGROUND_LO... LOCATION
(52 Reports Location access (coarse) Prompt ~ | ACCESS_COARSE_LOCATION LOCATION
=
:‘ Ao Location access (fine) Prompt ~ | ACCESS_FINE_LOCATION LOCATION
48 Groups Configuration Settings
£ Tenant administration Configuration settings format ( Use cnn{wgmatmn desigper v
74 Troubleshooting + support Use the JSON editor to configure the disabled configuration keys.
+Add

Configuration key Value type Configuration value Description

MOBILE_LOCATION_DU.. string 2

MOBILE_LOCATION_MO... string x 2

MOBILE_CLIENT_NAME string Samsung-test-jan

MOBILE_SDK_SECRET string v :]

Connected apps

Enable users to connect this app across § Enabled Not configured

the work and personal profiles (

Learn more about connected apps

5. Add groups.

6. Click Create.



Deploy Marvis Android Client Using Other MDMs

If you're using any other MDM, verify that the MDM supports intent execution. Here is a sample for
Android Debug Bridge (ADB)-based (developer/debug) deployment that you can use to adapt to an
MDM of your choice:

adb shell am start -n "com.mist.marvisclient/com.mist.marvisclient.MainActivity" -a
android.intent.action.MAIN -c android.intent.category.LAUNCHER --es "MOBILE_SDK_SECRET"
"TheSecretValueHere(string)" -t "text/plain"

Enable the location mode and update the client name:

adb shell am start -n "com.mist.marvisclient/com.mist.marvisclient.MainActivity" -a
android.intent.action.MAIN -c android.intent.category.LAUNCHER --es "MOBILE_SDK_SECRET"
"TheSecretValueHere(string)" -t "text/plain" --es "MOBILE_CLIENT_NAME" "TheClientName(String)" -
t "text/plain" --es "MOBILE_LOCATION_DURATION" "2" -t "text/plain" --es "MOBILE_LOCATION_MODE"
"2" -t "text/plain"

If the MDM solution does not support execution of Android intents, you might need to onboard each
deployed client device manually.

Verify the Installation

After you install and onboard the Marvis client, verify that those processes have run correctly. Ensure
that your device is connected to the Mist Wi-Fi network.

To verify the installation:

Confirm that the secret token value is applied correctly. Navigate to the About or Configuration (if
you're in the non-production mode) page on the Marvis client app and verify that the secret token
value is still stored in the field.

If the data does not persist and the secret token field is empty, enter the secret token value manually.
You might need to also configure the application deployment to retain the application data.

About 15 minutes after you onboard the Marvis client, confirm that the Marvis client data is available
on the Juniper Mist portal. You need to wait for a minimum of 10 to 15 minutes after onboarding the
Marvis client for the data to propagate to the Juniper Mist cloud.

The client data is not available on the Juniper Mist portal when a problem occurs in the client
workflow of collecting and sending data to the Juniper Mist cloud. Contact the support team. You



can access the logs in the Marvis client app. See "View Logs in the Marvis Android Client " on page
306. Alternatively, you can also use tools such as Logcat or Android Debug Bridge (ADB) to collect
the Marvis client logs and share the logs with the support team.

For Zebra devices, you can use the RxLogger tool as an alternative method to collect logs.

When you contact the support team, you must share the Marvis client UUID. You can find the UUID
on the About page of the Marvis client app. The UUID is used to track the data flow from the Marvis
client to the Juniper Mist cloud.

1221 8EM N Fal 97% 8

=  About

Version
1.3.0(2025110686)

uuID

Device Name

@juniper.net

Org Name

BLR-Lab

View Logs in the Marvis Android Client

The Marvis client classifies the logs as:

¢ Info—General information
e Error—Critical issues
o Debug—Detailed data that you can use to debug issues

To view the logs in the app, you'll need to enable debug mode on the app:

1. Tap the hamburger icon and then tap the Marvis Client icon 7 times.
You'll be prompted for a password.

2. Enter the password as AlDriven.

You'll see the Logs option listed in the menu.
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Marvis Client

? Connection Status

6%5 Network Onboarding

ﬁ» Configuration

E] Logs
@ About

3. Tap Logs.

4. Enable View Logs to view the logs captured by the Marvis client. You can select the type of
information you want to view from the Log Level drop-down list.
You can click the Copy button to copy and send the log details to the support team for
troubleshooting.



Logs

Log Level
Info

@® View Logs
D

08-22 05:36:19.640 16701 17331 | MarvisPassive;

MarvisSDK: bssid is 5¢:5b:35:31:5¢:f1

08-22 05:36:19.646 16701 17331 | MarvisPassive:
nnectedSSID: PM Loc[AWS UAE]
0.33916701 17358 |

System.out: [LocalCloud.getMapld()]

getMapld - return LE map from EpResponse:
024c21b9-fb14-4935-32¢C-5¢9a6c4238¢9

08-22 05:36:20.640 16701 17331 | MarvisPassive:
MarvisSDK: bssid is 5¢:5b:35:31:5¢:f1

08-22 05:36:20.644 16701 17331 | MarvisPassive:

@ NOTE: If you contact the Juniper Mist support team to resolve any issue, you might be
asked to provide details such as the organization ID, UUID, and organization name. You
can find these details listed in the About page. Note that you'll need to access this page
in Admin mode to view the information. See "Admin Mode on the Marvis Android
Client" on page 299.



Marvis Windows Client

SUMMARY

Complete the preinstallation tasks, and then choose
the method that you want to use to install the Marvis
client on your Windows device.
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Marvis Windows Client Installation
Overview | 309
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Method) | 313
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| 322

Uninstall the Marvis Windows Client | 324

The Marvis client for Windows provides detailed visibility into how your Windows device interacts with
the wireless network. The Marvis client helps optimize network performance, streamline
troubleshooting, and enhance overall user experience by offering insights into device connectivity and

performance.

Marvis Windows Client Installation Overview

IN THIS SECTION

Installation Options for the Marvis Windows Client | 310

Prerequisites | 311



®  Operational Modes | 312

You can download the Marvis client for Windows (marvisclient-installer.msi file) from the Juniper Mist

portal.
To download the .msi file from the Juniper Mist portal:
1. Select Organization > Admin > Mobile SDK from the left menu.

2. Click Marvis Client at the top of the Mobile SDK page.

3. Under Windows, select the app version, and then click Download Installer.

CIEUSN //obile SDK [ Y
(@] marvis™

Marvis Client Download Links
[+)]

(oo IS Windows

Select app version: App version v
B Access Points

Direct download link: Download Installer

Switches MacOs

Select app version: App version v
@ WAN Edges Direct download link: Download Installer

Android

% Mist Edges

select from the list of versions.
</ Location Select app version: App version v

Direct download link: Download Installer
I:II][I Analytics

DDD Site
(Ag) AB Testing

@ organization

Visit the Play Store to get the latest version. If looking for an older release, please

4. Extract the marvisclient-installer.msi file from marvisclient-installer.zip.

Save the .msi file in a folder on your device.

Installation Options for the Marvis Windows Client

You can use any of the following installation options:

310
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e "Install the Marvis Windows Client (GUI Method)" on page 313
e "Install the Marvis Windows Client (CLI Method)" on page 313
e "Install the Marvis Windows Client (Configuration File Method)" on page 315

e "Deploy the Marvis Client on Windows Devices Using an MDM" on page 316
Prerequisites

Before you begin, you'll need to have:

e .Net Framework Runtime (4.6.2 or above) installed on your device.

@ NOTE: You can opt to install these applications later after installing the Marvis
Windows client. However, installing the application later requires you to restart the
device.

e The secret token or QR code to onboard the Marvis client.

1. Select Organization > Admin > Mobile SDK from the left menu.

2. Click Token at the top of the Mobile SDK page.

@ rowrenmstoocumentaion Change anguage en) ~
Mobile SDK

ttttttttttttt

3. Create a new token, or use an existing token:

e For a new token—Click Create Invitation. Enter a name for this invitation, and then click
Create. When the token appears on the page, click View to see the QR code.

e For an existing token—Refer to the token names to find the one that you want to use. Click the
View link on the right side of the page to see the QR code.



@ NOTE: To obtain the secret token using API, see https:/api.mist.com/api/v1/docs/
Org#sdk-invite.

e Windows 10 or a later release running on the devices
e Location services enabled to allow Marvis client to collect Wi-Fi telemetry from the client device

Location services in this context refer to the device-level location settings available on Windows.
Note that client real-time location services are not supported on Windows devices.

@ NOTE: On devices running Windows 11, version 24H2 and later, the Marvis client can
obtain the BSSID of the wireless network only if location services are enabled. Disabling
location services causes the Marvis client to switch to the Sleeping state.

This behavior is different In Windows 11 versions earlier than 24H2. In those versions,
the status of the location services does not impact the state of the Marvis client. The
Marvis client fetches the BSSID of the wireless network irrespective of the location
services being enabled or disabled. The Marvis client remains in the Connected state
when location services are enabled or disabled.

Operational Modes

The Marvis client operates in the following modes:

¢ Onboarding mode—Default mode when you install the Marvis client app using the GUI method. In
this mode, you can onboard devices through a NAC portal.

o Telemetry mode—Mode when you install the Marvis client app using the CLI method. This mode is
the standard operational mode for live environments.

Configure Marvis Client for Onboarding
You can use the Marvis Client app to onboard devices to the Juniper Mist Access Assurance network

through a custom Network Access Control (NAC) portal. For more information, see Client Onboarding
Through a NAC Portal Using the Marvis Client App.

Configure Marvis Windows Client to Operate in Telemetry Mode

To enable the Marvis client to operate in Telemetry mode, you must install the Marvis Windows client
using the CLI method.


https://api.mist.com/api/v1/docs/Org#sdk-invite
https://api.mist.com/api/v1/docs/Org#sdk-invite
https://www.juniper.net/documentation/us/en/software/mist/mist-access/topics/topic-map/nac-client-onboarding-through-marvis-client.html
https://www.juniper.net/documentation/us/en/software/mist/mist-access/topics/topic-map/nac-client-onboarding-through-marvis-client.html
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I Install the Marvis Windows Client (GUI Method)

When you install the Marvis Windows client using the GUI method, the Marvis client is installed in the
Onboarding mode. To install the Marvis Windows client:

1. Double-click the marvisclient-installer.msi file that you downloaded from the Juniper Mist portal.

2. Click Yes to proceed with the installation.

3. Verify that the installation is successful. After the installation is complete, you'll see the Marvis icon
in the system tray.

4. Click the Marvis icon in the system tray to open the Marvis client app. To see the menu, right-click
the icon.

Open MarvisClienfiEIYENEI, 1S

Status: Connected

Stop Marvis

You can now onboard your device through a NAC portal using the Marvis client app. See Client
Onboarding Through a NAC Portal Using the Marvis Client App.

Install the Marvis Windows Client (CLI Method)

You can use the CLI method to install the Marvis client app if you want to make some advanced
customization during installation.

1. Open a command prompt window as an administrator or as a user with administrator privileges.
2. Navigate to the folder where you saved the marvisclient-installer.msi file.

3. Use one of the following options to install the client using your secret SDK token:

@ NOTE: You must install the Marvis client in quiet mode using administrator privileges.
For Windows 11, ensure to enter the quiet mode parameter /gn at the end of the msiexec
installation command. For Windows 10, there is no restriction on the placement of
the /gn parameter.


https://www.juniper.net/documentation/us/en/software/mist/mist-access/topics/topic-map/nac-client-onboarding-through-marvis-client.html
https://www.juniper.net/documentation/us/en/software/mist/mist-access/topics/topic-map/nac-client-onboarding-through-marvis-client.html

Default configuration:

msiexec /i MarvisInstaller.msi MOBILE_SDK_SECRET="customer-sdk-token”’ /lxv
Installlog.log /gn

Custom configuration:

You can customize the installation by configuring additional parameters listed in Table 29 on page
314. Here's an example:

msiexec /i MarvisInstaller.msi MOBILE_SDK_SECRET="customer-sdk-token"
MIST_BATTERY_SAVING="standard" /lxv Installlog.log /gn

Table 29: Custom Configuration Parameters for Marvis Client Installation

Parameter Description
MOBILE_SDK_SECRET The SDK invite code or secret for your organization
MIST_BATTERY_SAVING Determines the frequency at which the client sends

the payloads. You can use one of the following
Battery Saving modes:

e High: With reduced frequency of data
transmission, this mode helps conserve battery
power. This mode is suitable for scenarios that
require less frequent updates.

e Standard: This mode provides a balance
between data and battery consumption,
offering more frequent updates without
significantly impacting battery life.

o Low:

With the highest frequency of data
transmission, this mode provides the most
detailed insights into network performance.
However, this mode requires more battery
power compared to the other modes.



Table 29: Custom Configuration Parameters for Marvis Client Installation (Continued))

Parameter

MIST_LOG_LEVEL

MIST_UI_ENABLED

Proxy Server Settings

MIST_PROXY_URL

MIST_PROXY_BYPASS_LIST

MIST_PROXY_USERNAME

MIST_PROXY_PWD

Description

Defines the log level for the Marvis client.

Hides (value=True) or shows (value=False) the
Marvis client Ul during installation. The default
value is true.

Complete URL of the proxy server including the
port.

List of hosts on which you don’t want to apply the
proxy settings.

Username (required if the proxy server requires
authentication).

Password (required if the proxy server requires
authentication).

4. Verify that the installation was successful. See "Verify the Marvis Client Installation for Windows" on

page 320.

Install the Marvis Windows Client (Configuration File Method)

You can install the Marvis client using a transform file, which enables customized or bulk installations.

1. Set up a transform file. The transform file (*.mst) provides the .msi file with the configuration

parameters to customize the default installation. You can use the configuration parameters listed in

Table 29 on page 314.

For information about setting up a transform file, see How to Edit an MSI File using [ORCA Editor

(plus alternative tool)].


https://www.advancedinstaller.com/edit-msi-file-with-orca-and-alternative.html
https://www.advancedinstaller.com/edit-msi-file-with-orca-and-alternative.html

2. Open a command prompt window and enter the following command:

msiexec /i MarvisInstaller.msi TRANSFORMS=<path-to-mst-file> /l*v Installlog.log /gn

Deploy the Marvis Client on Windows Devices Using an MDM

IN THIS SECTION

Deploy the Marvis Windows Client Using the Intune MDM | 316
Deploy the Marvis Windows Client Using the SOTI MDM | 318

You can deploy the Marvis client on Windows devices by using the SOTI or Intune mobile device
management (MDM) solution. Before you begin, verify that all devices have the appropriate MDM
profiles and permissions assigned.

You can refer to the following topics for information about enrolling and managing devices using MDMs:
e SOTI

e Enrolling Windows Modern Desktop Devices

e Installing an App Using SOTI

e Managing App Policies for Windows Devices Using SOTI
¢ |Intune

e Enrolling Windows Devices to the Intune Portal

e Managing Windows Devices Using the Intune Portal

Deploy the Marvis Windows Client Using the Intune MDM

To deploy the Marvis client using the Intune MDM:

1. Enroll the target device in Intune.

2. Add the .msi installer as a Windows LOB (Line of Business) app in the Intune portal.


https://www.soti.net/mc/help/v14.1/en/console/devices/managing/enrolling/platforms/wmodern_enroll_desktop.html
https://www.soti.net/mc/help/v2025.0/en/console/applications/appcatalogrules/windows_modern_classic_apps.html
https://www.soti.net/mc/help/v2025.0/en/console/applications/appcatalogrules/using.html
https://learn.microsoft.com/en-us/intune/intune-service/user-help/enroll-windows-10-device
https://learn.microsoft.com/en-us/intune/intune-service/apps/lob-apps-windows

3. Configure the necessary policies and include the following post-installation script:

MOBILE_SDK_SECRET="<ADD_YOUR_SECRET_TOKEN_HERE>" MIST_BATTERY_SAVING="<standard/low/high>"
MIST_UI_ENABLED="<false/true>"

Refer to Table 29 on page 314 for details about the parameters.

Depending on your policy type (mandatory or suggested), the Marvis client app is either directly
installed or appears in the company portal as an optional app that you can install.

4. Verify the installation status on the MDM portal to confirm that the deployment is successful.

Upgrade the Marvis Windows Client in Intune

To upgrade to a newer version of the Marvis client, replace the existing .msi file with the latest version in
the Intune portal. The post-installation script does not require any changes. It might take some time for
the updates to reflect on the Intune portal.

Update the Marvis Windows Client Configuration in Intune

To update the Marvis client configuration parameters, you can change the registry values on the target
devices and restart the system. This method enables you to update configurations without reinstallation.
Make configuration script updates and registry adjustments cautiously to customize app functionality
and user experience.

1. Update the Marvis client configuration values under the following registry path:
Path: HKEY_LOCAL_MACHINE\SOFTWARE\WOW6432Node\Juniper\Marvis\Config
Values: MOBILE_SDK_SECRET, MIST_BATTERY_SAVING

Refer Table 29 on page 314 for details about the parameters.

@ NOTE: You cannot update the MIST_UI_ENABLED parameter through the registry after
the Marvis client is installed.

2. Create a registry update script. Use PowerShell to update the registry values as shown:



PowerShell @

Set-ItemProperty -Path "HKLM:\SOFTWARE\WOW6432Node\Juniper\Marvis\Config" -
Name "MOBILE_SDK_SECRET" -Value "<Your_New_Secret_Token>"

Set-ItemProperty -Path "HKLM:\SOFTWARE\WOW6432Node\Juniper\Marvis\Config" -
Name "MIST_BATTERY_SAVING" -Value "standard"

Some configuration changes might require restarting the device. If needed, include the restart
command at the end of the script:

Restart-Service -Name "MarvisClient" -Force

3. Deploy the registry update script.

Navigate to Device Configuration > Scripts to assign the script to the device group.

Uninstall the Marvis Windows Client Using the Intune MDM

To uninstall the Marvis client:

1. Revoke the application assignment in Intune. Remove the policy that enforces Marvis client
installation for the target devices.

2. Create a script using the CLEAN=true parameter to remove the Marvis client completely:

msiexec /x marvis-installer.msi CLEAN=true /quiet /norestart

3. Deploy the uninstallation script. Use Device Configuration > Scripts and assign the PowerShell script
to the device group.

@ NOTE: After the uninstallation is complete, ensure to remove the devices from the
Uninstall rule to avoid conflicts during future installations.

Deploy the Marvis Windows Client Using the SOTI MDM

To deploy the Marvis client using the SOTI MDM:

1. Ensure that the target Windows device is enrolled in SOTI MobiControl and is connected to the
management console.

2. Upload the .msi installer for the Marvis client:



a. Navigate to Add Applications in SOTI MobiControl and select Enterprise Apps > Windows.
b. Select and upload the .msi installer for the Marvis client to the SOTI server.

3. Assign the Marvis client app to the appropriate devices or device groups within SOTI. Based on the
deployment settings, the application is automatically installed or is available on demand.

4. Create a separate Script Job in SOTI with the required environment variables for configuration.

Upgrade the Marvis Windows Client in SOTI

To upgrade the Marvis client in SOTI:
1. Replace the current .msi installer for the Marvis client with the updated installer in SOTI.
2. Reassign the application.

The policy will push the updated installer to devices according to the assignment.

Update the Marvis Windows Client Configuration in SOTI

You can apply configuration updates directly through registry edits:
1. Update the Marvis client configuration values under the following registry path:
Path: HKEY_LOCAL_MACHINE\SOFTWARE\WOW6432Node\Juniper\Marvis\Config

Values: MOBILE_SDK_SECRET, MIST_BATTERY_SAVING, MIST_UI_ENABLED

2. Create a registry update script. Use PowerShell to update the registry values as shown:

PowerShell @

Set-ItemProperty -Path "HKLM:\SOFTWARE\WOW6432Node\Juniper\Marvis\Config" -
Name "MOBILE_SDK_SECRET" -Value "<Your_New_Secret_Token>"

Set-ItemProperty -Path "HKLM:\SOFTWARE\WOW6U32Node\Juniper\Marvis\Config" -
Name "MIST_BATTERY_SAVING" -Value "standard"

Some configuration changes might require a system restart. If needed, include the restart command
at the end of the script:

Restart-Service -Name "MarvisClient" -Force

3. Deploy the registry update script. Use the Jobs feature to deploy this PowerShell script to the target
devices.



Uninstall the Marvis Windows Client Using the SOTI MDM

To uninstall the Marvis client:

1. Revoke the application assignment in SOTI. Remove the policy that enforces Marvis client installation

for the target devices.

2. Create a script using the CLEAN=true parameter to remove the Marvis client completely:

msiexec /x marvis-installer.msi CLEAN=true /quiet /norestart

3. Deploy the uninstallation script. Use the Jobs feature to deploy this PowerShell script to the target
devices.

@ NOTE: After you've uninstalled the client, ensure to remove the devices from the
Uninstall rule to avoid conflicts during future installations.

Verify the Marvis Client Installation for Windows

Use any of the following options to verify that the Marvis client was installed successfully:

o Verify services:

1. Open Task Manager and navigate to the Services tab. Alternatively, you can use the Windows
Service Manager (compmgmt.msc).

2. Verify that the MarvisClient service is running.



Verify files and system registry:

1. Verify that the files are located in the C:/Program Files(x86)/Juniper Networks/Mist/Marvis

Task Manager

Services

Name

o MapsBroker

q;M rvisClient )
o, McpManagementService
L MDCoreSvc

o, MessagingService

g3 MessagingService_43ee0b
o, MicrosoftEdgeElevations...
oM icrosoftSearchinBing

L% Mixed RealityOpenXRSvc
T mpssvc

L MSDTC

L MSisCs

Lhmsiserver

o, MsKeyboardFilter

L% NaturalAuthentication

folder.

B Marvis

&

2. Navigate to the system registry and verify that the configuration variables are listed under

Windows (C) >

Type a name, publisher, or...

E'a Run new task

Description

Downloaded Maps Manager
MarvisClient }
McpManagementService

Microsoft Defender Core Service
MessagingService
MessagingService_43ee0b

Microsoft Edge Elevation Service ...

Microsoft Search in Bing

Windows Mixed Reality OpenXR ...

Windows Defender Firewall

Distributed Transaction Coordina...

Microsoft iSCSI Initiator Service
Windows Installer
Microsoft Keyboard Filter

Natural Authentication

Program Files (x86) >

N Sort

= View

E] Stop

Status
Stopped
Running
Stopped
Running
Stopped
Stopped
Stopped
Running
Stopped
Running
Stopped
Stopped
Stopped
Stopped
Stopped

Juniper Networks > Mist

O Restart

Group

NetworkServi...
McpManage...

UnistackSvcG...
UnistackSvcG...
LocalSystemN...
LocalServiceN...

netsvcs

netsvcs

netsvcs

Marvis >

HKEY_LOCAL_MACHINE\SOFTWARE\WOWé6432Node\Juniper\Marvis\Config.

B Registry Editor

File Edit View Favorites Help

Computer\HKEY_LOCAL_MACHINE\SOFTWARE\WOW6432Node\luniper\Marvis\Config
~ M Computer Name Type Data
> HKEY_CLASSES_ROOT

b)(Default) REG_SZ (value not set)
> HKEY_CURRENT_USER at
< 25 HKEY_LOCAL MACHINE 38| MIST_BATTERY_SAVING REG_SZ standard
» 7 BCD00000000 25| MIST_DEBUG_MODE REG_SZ false
> B DRIVERS 2B)MIST_LOG_LEVEL REG_SZ debug
> RDWARE
T o a5|MOBILE_SDK_SECRET REGSZ

SAM
SECURITY
v " SOFTWARE
> Classes
> 7 Clients
cvsM
DefaultUserEnvironm
Google
Microsoft
ODBC
OEM
OpenssH
Partner
Policies
RegisteredApplicatior
> T Setup
~ 7 WOWB432Node
Classes.
> 7 Clients
> T intel
v 7 Juniper
v 7 Manvis
Config
> 7 MarvisPsxAXqn
> 7 Microsoft
> ODBC
> 7 Policies
RegisteredApplical
> 7 VMware, Ine.
—




o \Verify that the Marvis client icon is displayed in the startup folder C:\ProgramData\Microsoft
\Windows\Start Menu\Programs\StartUp.

Connection States

The Marvis client status is indicated by the following visual indicators and connection states. Note that
you can view these states only if the Marvis client is in Telemetry mode.

Cannection Stams

Disconnected

e Disconnected—Client is not connected to the Juniper Mist cloud.
e Connected—Client is connected to the Juniper Mist cloud.

e Sleep —Client is connected to the Juniper Mist cloud through a non-Juniper AP.

@ NOTE: On devices running Windows 11, version 24H2 and later, the Marvis client can
obtain the BSSID of the wireless network only if location services are enabled. Disabling
location services causes the Marvis Client to switch to the Sleeping state.

View Logs in the Marvis Windows Client

The Marvis Windows client classifies the logs as:

e [nfo—General information
e Error—Critical issues

o Debug—Detailed data that you can use to debug issues

To view the logs in the Marvis Windows client app, you'll need to enable debug mode on the app:

1. Click the hamburger icon, select About, and then tap the version number 7 times.

You'll see the Logs option listed in the menu.



Marvis Client

%= Connection Status
& Configuration
= Logs

D About

2. Select Logs. You can select the type of information you want to view by selecting an option from the
Log Level drop-down list.

You'll see recent logs based on the selected log level.

Logs

Log Level

View Logs
e

Application Logging

You can click the Copy button to copy the log details and send the data to the support team for
troubleshooting.

3. Click View to view the logs captured by the Marvis client in your OS-specific log viewer.

@ NOTE: If you contact the Juniper Mist support team to resolve any issue, you might be
asked to provide details such as the organization ID, UUID, and organization name. You
can find these details listed in the About page, which you can access from the
hamburger menu.

The information in the About page varies based on the operational mode of the Marvis
client:



e Onboarding mode—Application version and UUID, user information, organization
name

e Telemetry mode—Application version and UUID, user information, organization
name

e Debug mode- Application version and UUID, user information, organization name,
organization ID

Uninstall the Marvis Windows Client

You uninstall the Marvis client only when you make major changes, such as name changes or file path
location changes. Minor updates or change in organization do not require that you uninstall the Marvis
client.

To uninstall the Marvis client:

1. Navigate to Settings > Apps on your device.
2. Search for MarvisClient from the list of applications.

3. Click ... and select Uninstall.

The Marvis client will be uninstalled from your device.

@ NOTE: Uninstalling the client might not remove all log files and folders. You can choose
to delete the files manually if required. To completely remove Marvis client along with all
the logs and configuration files, use the following command:

msiexec.exe /x marvisclient-installer.msi /quiet /L*v uninstall.log CLEAN=true"’



Marvis macOS Client

SUMMARY IN THIS SECTION

Complete the preinstallation tasks, and then choose
the method that you want to use to install the Marvis
client on your macOS device.

Marvis macOS Client Installation
Overview | 325

Install the Marvis Client for macOS (CLI
Method) | 328

Install the Marvis Client for macOS (GUI
Method) | 329

Configure Marvis Client for
Onboarding | 331

Configure Marvis Client to Operate in
Telemetry Mode | 331

Deploy the Marvis Client on macOS Devices
Using an MDM | 332

Verify the Installation | 334

Manage Services | 335

View Logs in the Marvis macOS Client | 336
Uninstall the Marvis macQOS Client | 338

The Marvis client for macOS provides detailed visibility into how your macOS device interacts with the
wireless network. With insights into device connectivity and performance, the Marvis client helps
optimize network performance, streamline troubleshooting, and enhance overall user experience.

Marvis macOS Client Installation Overview

IN THIS SECTION

Prerequisites | 326
Installation Options for the Marvis Client (macQOS) | 327

Operational Modes | 327



You can download the installer file from the Juniper Mist portal. To download the installer file from the

Juniper Mist portal:
1. Select Organization > Admin > Mobile SDK from the left menu.

2. Click Marvis Client at the top of the Mobile SDK page.

3. Under MacOS, select the app version, and then click Download Installer.

You'll need to save the *.dmg installer file in a folder on your device.

OEEEN |\iobile SDK [ [0S
[®) marvism

Marvis Client Download Links

0)
e TS Windows

Select app version: App version v
B Access Points
Direct download link: Download Installer

Switches MacOs

Select app version: App version v
@ WAN Edges Direct download link: Download Installer

Android

% Mist Edges

select from the list of versions.
</ Location Select app version: App version v

Direct download link: Download Installer
u[l[l Analytics

DDD Site
[Ag AsB Testing

@ Organization

Visit the Play Store to get the latest version. If looking for an older release, please

Prerequisites

Before you begin, you'll need:
e The secret token to onboard your Marvis client

To obtain the secret code:

1. Select Organization > Admin > Mobile SDK from the left menu on the Juniper Mist portal.

2. Click Token at the top of the Mobile SDK page.

3. Create a new token, or use an existing token:

326
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e For a new token—Click Create Invitation. Enter a name for this invitation, and then click
Create. When the token appears on the page, click View to see the QR code.

e For an existing token—Refer to the token names to find the one that you want to use. Click the
View link on the right side of the page to see the QR code.

Change languageen) =] FRI416P

PrOvah Oct 16,2024 10:19:32 PM

@ NOTE: To obtain the secret token using API, see https:/api.mist.com/api/v1/docs/
Org#sdk-invite.

e macOS 14.6 or a later release running on your device

e Administrator rights required for installation

Installation Options for the Marvis Client (macOS)

You can install the Marvis client for macOS by using any of the following methods:
¢ "Install the Marvis Client for macOS (CLI Method)" on page 328
e "Install the Marvis Client for macOS (GUI Method)" on page 329

e "Deploy the Marvis Client on macOS Devices Using an MDM" on page 332

Operational Modes

The Marvis client operates in the following modes:
e Onboarding mode—Default mode. See "Configure Marvis Client for Onboarding" on page 331.

e Telemetry mode—Standard operational mode for live environments that you can set using command-
line parameters during installation. See "Configure Marvis Client to Operate in Telemetry Mode" on
page 331.


https://api.mist.com/api/v1/docs/Org#sdk-invite
https://api.mist.com/api/v1/docs/Org#sdk-invite

Install the Marvis Client for macOS (CLI Method)

When you install the Marvis macOS client using the CLI method, the Marvis client is installed in
Telemetry mode. To install the Marvis client for macOS using the CLI:

v A Db R

Extract the .pkg file from the .dmg file.

Press the Command + Space keys to open the Spotlight search window.
Type Terminal. The Terminal app is displayed in the search results.
Double-click the Terminal app.

Execute the following command:

sudo installer -pkg <path_to_pkg> -target / && marvis-cli start --token-value <token> [--auto-
upgrade-allowed <true|false> ] [--ui-mode-enabled <true|false>] [--force]

Set the values for the following parameters:
Mandatory parameter:

e token-value—Provide the secret token.
Optional parameters:

e --ui-mode-enabled <true|false> or -ui <true|false>—Enable or disable Ul mode. By default, the Ul
mode is enabled.

e --auto-upgrade-allowed <true|false—Enable or disable automatic upgrades. By default, this option is
disabled.

e --force or -f—Force restart irrespective of the current configuration

6. Enter the administrator password when prompted.

7. Verify that the installation is successful. See "Verify the Installation" on page 334.

After the installation is completed successfully, the Marvis client app opens. You can also see the
Marvis client icon listed in the status bar. You will be prompted to enable Location Services for the
Marvis client. Note that Location Services in this context refer to the device-level location settings
available on macOS. Client real-time location services are not supported on macOS devices.

Select Allow. Location permission is needed for the Marvis client to collect Wi-Fi telemetry from the
client device.

If Location Services is not enabled automatically after you install the Marvis Client, follow these
steps:

a. Navigate to System Settings > Privacy > Location Services.

b. Enable location services for the Marvis Client.
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- Wallpaper € Postman

Install the Marvis Client for macOS (GUI Method)

When you install the Marvis macOS client using the GUI method, the Marvis client is installed in the
Onboarding mode. To install the Marvis client for macOS:

Double-click the .dmg file and then double-click the .pkg file to start the installation process.
Click Continue.

Click Agree to accept the license agreement.
Click Install.

> O Db PR

The Marvis client is installed in the Onboarding mode. If you want to switch to Telemetry mode,
proceed with the following steps.

Press the Command + Space keys to open the Spotlight search window.

Type Terminal.
The Terminal app is displayed in the search results.

7. Double-click the Terminal app.
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10.

Execute the following command:

marvis-cli start --token-value <token> [--auto-upgrade-allowed <true|false> ] [--ui-mode-
enabled <true|false>] [--force] [--yes]

Set the values for the following parameters:
Mandatory parameter:

e token-value—Provide the secret token.
Optional parameters:

e --ui-mode-enabled <true|false> or -ui <true|false>—Enable or disable Ul mode. By default, the Ul
mode is enabled.

e --auto-upgrade-allowed <true|false—Enable or disable automatic upgrades. By default, this option is
disabled.

e --force or -f—Force restart irrespective of the current configuration

e --yes or -y—Skip the confirmation prompt for a forced restart. This is useful during silent or
MDM installation.

Verify that the installation is successful. See "Verify the Installation" on page 334.
After the installation is completed successfully, the Marvis client app opens. You can also see the

Marvis client icon listed in the status bar. You will be prompted to enable Location Services for the
Marvis client.

Select Allow. Location services must be enabled for the Marvis client to function correctly.

If Location Services is not enabled automatically after you install the Marvis Client, follow these
steps:

a. Navigate to System Settings > Privacy > Location Services.

b. Enable location services for the Marvis Client.
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Configure Marvis Client for Onboarding

You can use the Marvis Client app to onboard devices to the Juniper Mist Access Assurance network
through a custom Network Access Control (NAC) portal. For more information, see Client Onboarding
Through a NAC Portal Using the Marvis Client App.

Configure Marvis Client to Operate in Telemetry Mode

The Marvis client is configured to operate in Onboarding mode by default. To enable the Marvis client to
operate in Telemetry mode, use the following command:

marvis-cli --token-value <token>


https://www.juniper.net/documentation/us/en/software/mist/mist-access/topics/topic-map/nac-client-onboarding-through-marvis-client.html
https://www.juniper.net/documentation/us/en/software/mist/mist-access/topics/topic-map/nac-client-onboarding-through-marvis-client.html

Deploy the Marvis Client on macOS Devices Using an MDM

IN THIS SECTION

Upgrade the Marvis Client for macOS Using MDM | 333
Update the Marvis Client Configuration for macOS Using MDM | 333
Uninstall Marvis Client for macOS Using an MDM | 333

Connection States | 334

You can deploy the Marvis client on macOS devices by using the SOTI, Intune, or Jamf mobile device
management (MDM) solution. You can refer to the following topics for information about enrolling and
managing devices using MDMs:

e SOTI
e Enrolling macOS Devices Using a SOTI MobiControl Certificate
e Enrolling macOS Devices Using a Third-Party Certificate
e Installing an App Using SOTI
¢ |Intune
e Enrolling macOS Devices to the Intune Portal
e Managing macOS Devices Using the Intune Portal
e Jamf
e Enrolling macOS Devices Using JAMF
e Deploying an App using Jamf
To deploy the Marvis client:
1. Enroll the target devices or device groups with the appropriate MDM profile.
2. Configure the necessary profiles or application policies within your MDM portal.

3. Upload the Marvis client .pkg installer file to your MDM portal and assign the file to the target
devices or device groups.


https://www.soti.net/mc/help/v14.1/en/console/devices/managing/enrolling/platforms/macos_enroll_agentless.html
https://www.soti.net/mc/help/v14.1/en/console/devices/managing/enrolling/platforms/macos_enroll_agentless_signed_cert.html
https://www.soti.net/mc/help/v2025.0/en/console/applications/appcatalogrules/apple_macos_enterprise_applications.html
https://learn.microsoft.com/en-us/intune/intune-service/user-help/enroll-your-device-in-intune-macos-cp
https://learn.microsoft.com/en-us/intune/intune-service/apps/macos-unmanaged-pkg
https://learn.jamf.com/en-US/bundle/jamf-now-documentation/page/Enrolling_a_Mac_Using_Open_Enrollment.html
https://learn.jamf.com/en-US/bundle/jamf-now-documentation/page/Deploying_an_App_for_a_Single_Device.html

4. After the installation is complete, send a configuration script to the devices through the MDM portal:

#!/bin/bash

/usr/local/bin/marvis-cli --token-value <token> [options]

Upgrade the Marvis Client for macOS Using MDM

To upgrade to a newer version of the Marvis client, upload the updated .pkg file to the MDM portal and
reassign the application policies to the target devices or device groups. You need not resend the
configuration script.

Update the Marvis Client Configuration for macOS Using MDM

To update the Marvis client configuration parameters, resend the configuration script with the updated
parameters:

#!/bin/bash
/usr/local/bin/ marvis-cli start --token-value <token> [--auto-upgrade-allowed <true|false> ] [--
ui-mode-enabled <true|false>] [--force]

Uninstall Marvis Client for macOS Using an MDM

To uninstall the Marvis using an MDM:
1. Remove the application policy assignment if it enforces mandatory app installation.

2. Send the uninstallation script to the devices:

#!/bin/bash
/usr/local/bin/marvis-cli uninstall

You might still see the app as Installed on some MDM portals. After you remove the policy, wait for a
while, and then check the app status.

@ NOTE: The uninstall process might not remove all log files and folders. You can choose
to delete the files manually if required. To completely remove Marvis client along with
all the logs and configuration files, use the following command:
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#!/bin/bash
/usr/local/bin/marvis-cli uninstall --clean

Connection States

The Marvis client status is indicated by the following visual indicators and connection states. Note that
you can view thesestates only if the Marvis client is in Telemetry mode.

Caonn n Staha _—_—
# Connected Comecton Siatis
Disconnected

e Disconnected—Client is not connected to the Juniper Mist cloud.
e Connected—Client is connected to the Juniper Mist cloud.

e Sleep —Client is connected to the Juniper Mist cloud through a non-Juniper AP.

I Verify the Installation

Use any of the following options to verify that the Marvis client was installed successfully:

o Verify that the Marvis client is present in your Applications directory.

o \Verify the background services:



1. Open the Terminal app and execute the following command:

sudo -i

marvis-cli status

2. Provide your administrator password when prompted.

3. Verify that a service entry is present.

roo toNan S ~ # marvis-cli status
Checking Marvis Client status...

Version: 1.1.0(1)

Main service (com.mist.MarvisClient): Running
Privileged helper: Running

Application files: Installed

Configuration: Available
Token value: I4e8zmQP1! tAqjxInB
Client UUID: 4F7BFEBE- FOA79AEFA3AB
UI mode: true
Started from CLI: false
Auto upgrade allowed: true

e Verify that Marvis Client is listed in the Services tab in Activity Monitor.

If you do not see Marvis Client listed, reinstall the Marvis client. If that does not resolve the issue,
contact the support team.

o0 A vity Monitor @ v CPU  Memory |

Process N... %CPU  CPUTime  Threads Idie Wake-Ups %GPU GPU Time )

@ MarvisCl. 24 3:36.31 9 2 0.0 000 2125

After the installation, you'll see the Marvis icon in your system tray or menu bar. You can click the icon
to open the Marvis client and view the connection status.

Manage Services

Here are the commands that you can use to manage the following main Marvis client system services:

e Main Service: com.mist.MarvisClient
e Privileged Helper: com.mist.MarvisClient.MarvisPrivilegedHelper

e Start services:

marvis-cli start --token-value <token> [options]



e Restart services:

marvis-cli restart

e Logs services:

marvis-cli logs

e \ersion services:

marvis-cli --version

View Logs in the Marvis macOS Client

The Marvis macOS client classifies the logs as:

e [nfo—General information
e Error—Ciritical issues

e Debug—Detailed data that you can use to debug issues

To view the logs in the Marvis macOS client, you'll need to enable debug mode:
1. Click the hamburger icon, select About, and then tap the version number 7 times.

You'll see the Logs option listed in the menu.
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Marvis Client
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8% Configuration
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@ About

2. Select Logs. Select the log category from the Log Level drop-down list.

You'll see recent logs based on the selected log level. You can click the Copy button to copy the log
details and send the information to the support team for troubleshooting.

] Marvis Client
Logs

Log Level

View Logs
Show Logs in your OS" native window

Application Logs

onnection cann't

App

GET https://

App

3. Click View to see the logs captured by the Marvis client in your OS native window.



@ NOTE: If you contact the Juniper Mist support team to resolve any issue, you might be
asked to provide details such as the organization ID, UUID, and organization name. You
can find these details listed in the About page, which you can access from the
hamburger menu.

The information in the About page varies based on the operational mode:

e Onboarding mode—Application version and UUID, user information, organization
name

e Telemetry mode—Application version and UUID, user information, organization
name

o Debug mode- Application version and UUID, user information, organization name,
organization ID

Uninstall the Marvis macOS Client

IN THIS SECTION

Uninstall the Marvis macQOS Client (GUI) | 338

Uninstall the Marvis macOS Client Using the CLI | 339

You can uninstall the Marvis macOS client by using the Finder (GUI) or the CLI. The CLI method offers a
clean uninstall option to remove residual files and configurations.

Uninstall the Marvis macOS Client (GUI)

The GUI method provides a user-friendly way to uninstall the Marvis client.
1. Open the Marvis Client application.
2. Navigate to the About page.

3. Tap Uninstall to uninstall the Marvis client.



@ NOTE: The Uninstall option is available in Marvis macOS client version 1.1.0 and later.

Uninstall Marvis Client?

This will permanently remove Marvis Client from your
system. This action cannat be undone.

W Uninstall

Uninstall the Marvis macOS Client Using the CLI

The CLI method provides flexibility for advanced users with the provision of both standard and clean
uninstallation of the Marvis client. You'll need administrative privileges for this procedure. Enter your
admin password when prompted.

Standard Uninstall

To remove the application only (without configuration files):
1. Open Terminal.
2. Run the following command:

e For standard uninstall:

sudo -i
marvis-cli uninstall



e For clean uninstall:

sudo -i

marvis-cli uninstall --clean

Clean Uninstall

To completely remove the Marvis client, including all residual files and configurations:
1. Enable Debug mode by tapping the version number 7 times on the About page.

2. Tap Uninstall.

@ NOTE: The Uninstall option is available in Marvis macQOS client version 1.1.0 and later.

3. Enable both these options and tap Uninstall to proceed.
¢ Remove Configuration Profile

e Clean Uninstall

Uninstall Marvis Client?

This will permanently remove Marvis Client from your
system. This action cannot be undone.

® <o ofles
@@ cicon uninstall (remove all user data)

@ Uninstall




Marvis iOS Client

SUMMARY IN THIS SECTION
Understand how you can set up the Marvis client on Marvis iOS Client Setup Overview | 342
your i0S device. View Logs in the Marvis iOS Client | 344

The Marvis client for iOS is a secure, lightweight mobile app that helps simplify and secure the process
of connecting iOS devices to enterprise networks. With Juniper Mist Access Assurance, Marvis client
facilitates zero-touch onboarding through certificate-based authentication, eliminating the need for
passwords. The Marvis client allows employees, guests, and contractors to access the organization's
wireless network securely and with ease.

Key features of the Marvis client for iOS include:

e Certificate-based authentication (no passwords required)
e Automatic installation of wireless profiles and certificates
e One-tap provisioning

e Auto-renewal of credentials before expiry

e Support for BYOD, guest, and corporate devices

e Al-driven visibility and troubleshooting through the Juniper Mist portal

Requirements

e Device running iOS 12.0 or later
e Juniper Mist Access Assurance subscription

o Avalid provisioning link from your organization



Privacy and Security

Juniper Mist adheres to the following guidelines:
e Marvis client installs the wireless and certificate profiles only after authentication.
e Juniper Mist does not share personal data with third parties.

e Device identity is managed securely within the Juniper Mist cloud.

Marvis iOS Client Setup Overview

The Marvis iOS client setup involves a simple process:
1. Install the Marvis iOS client app from App Store on your device.

2. Click the onboarding link that you received from your organization through an e-mail, a QR code, or
an onboarding portal.

3. Authenticate using your organization credentials through SSO such as Okta.
The Marvis client app is launched.
4. Click Install to install the network and Wi-Fi profiles.

The onboarding process starts automatically. A secure certificate is issued and the wireless profile is
installed on your device.



Juniper

Install Network Profile

In the next step you will be prompted to join the
network, please accept the prompt in order to
continue with network profile installation. Upon
completion your device will automatically join the
network.

5. Click Join when prompted.

“Marvis Client” Wants to Join
Wi-Fi Network

“Juniper_Network_SSID"?

Your device connects to the Wi-Fi network and uses certificate-based access for seamless and secure
connectivity.

You might see an error message stating that the SSID or Wi-Fi is not available. This might occur if the
SSID is not within the range. You can try to reconnect when the SSID is within the range.

You'll see the Network Profiles page once the device is onboarded.



Juniper

Network Profiles

#2> Juniper_Network_SSID

Juniper_Networks_NAC
ted: Jul 11

If the device onboarding fails or if you're unable to connect to the network, contact your support team.

For more information about Mist Access Assurance and Marvis Client, see https:/
www.juniper.net/us/en/products/cloud-services/marvis-ai-assistant/marvis-client.html

View Logs in the Marvis iOS Client

The Marvis iOS client classifies the logs as:

¢ [nfo—General information
e Error—Ciritical issues

o Debug—Detailed data that you can use to debug issues

To view the logs in the Marvis macOS client, you'll need to enable debug mode:

1. Tap the version number in the About page 7 times to enable debug mode.


https://www.juniper.net/us/en/products/cloud-services/marvis-ai-assistant/marvis-client.html
https://www.juniper.net/us/en/products/cloud-services/marvis-ai-assistant/marvis-client.html
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You'll see the Logs option listed in the menu after the debug mode is enabled.

%) Marvis Client

& Network Profiles

@ About

[besuc ( @

2. Select Logs. Select the log category from the Log Level drop-down list.



Logs

Log Level

Off
App Console Lo

Error

Info

3 Debug

You'll see recent logs based on the selected log level. You can click the Copy button to copy the log
details and send the information to the support team for troubleshooting.

3. Click View to see the logs captured by the Marvis client in your OS native window.

@ NOTE: If you contact the Juniper Mist support team to resolve any issue, you might be
asked to provide details such as the version, UUID, and organization name. You can find
these details listed in the About page, which you can access from the hamburger menu.

Enable NAC Client Onboarding Through the Marvis
Client

SUMMARY

Onboard your device to the Juniper Mist Access Assurance network securely through the Marvis
client app.



You can onboard devices to the Juniper Mist Access Assurance network through a custom Network
Access Control (NAC) portal, using the Marvis Client app. Users can automatically provision their devices
with the appropriate Wi-Fi profile and personal certificate after a successful SSO authentication to the
NAC portal. Device onboarding through the NAC portal using Marvis Client ensures a secure, seamless,
and password-less access to your organization’s Wi-Fi network.

After you configure the NAC portal and associate it with your SAML SSO, users can access the portal
through a designated URL to initiate the onboarding process. If the Marvis Client app is not already
installed on the client device, you will need to manually download and install it using the download link
on the NAC portal. The NAC portal then facilitates the installation of the appropriate network profile
with the client certificate through the Marvis client app on the device.

You can onboard the following types of devices:
e Windows

e macOS

e iOS

¢ Android

You'll need an active Access Assurance Advanced subscription to onboard devices using a NAC portal.

Marvis-Zebra Integration

SUMMARY IN THIS SECTION

Explore the benefits of integrating the Marvis Overview | 347

Android Client with Zebra Wireless Insights. Connection Events | 348

Roaming Events | 349
Voice Events | 349

Overview

The Marvis client works with Zebra Wireless Insights to provide enhanced visibility into networking and
connectivity. Zebra Wireless Insights is a service built into Zebra Android devices that provides insights



into the data, voice, and roaming events of Zebra devices. Zebra devices can directly capture client
events on the end-user side without you having to run any additional tests. Combined with the existing
event reports captured by the Mist access points (APs) and the Marvis client, these client event reports
deliver a holistic view of the network and client activity.

You can view client-reported events by using the Client-Reported tab under the Client Events section of
your Zebra device's Client Insights Dashboard. You can switch between AP-reported events and client-
reported events by using the tabs. If your Zebra device has no client events to report, the tab is hidden.

@ NOTE: To view client events from your Zebra device, the device must have a valid
Wireless Insights license and the Marvis Android Client (V33.x or later) installed.

Connection Events

Mist APs provide visibility into user pre-connection and post-connection states. The Marvis client
leverages Zebra Wireless Insights to get more information about connection states, including detailed
visibility into connection events and their causes. You can view details about client connection and
disconnection events. For example, you can decipher what happens when a device tries to connect,
roam, or disconnect.

Here is a sample event and the condition that triggered the event:

Disconnect Suppression Triggered: The device-management path is still active with the AP. However, the
data path is blocked—the device neither sends nor receives data from the AP. During this period, the
data tries to roam to a new AP or reconnect to the same AP. On a successful roam or reconnection to an
AP, the data path or connection resumes (indicated by the Disconnect Suppression Completed event).

12:00 AM Mar 30 - 10:09 AM Apr 6 (drag an area of interest to Zoom In)

Tota) bytel
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Client roaming Collin's AP BSSID d4:20:b0:d8:19:4¢
comple

Collin's AP

Voice Call Summary ~ Collin's AP
Report



Roaming Events

The Marvis client provides the roaming journey of every device with the RoamingOf query. With Zebra
Wireless Insights, you can get insights into what triggered the roam, such as poor coverage area.

Client Events 6Total 4Good O0Neutral 0Bad AP Reported  Client Reported

Device Unlocked
AP Collin's AP AP MAC d4:20:60:¢0:15:77
Device Locked
. . BSSID d4:20:b0:48:19:21 Packet IDs [7748]
Client roaming Collin's AP

completed
Reason poor coverage area

Client roamingin  Collin's AP
progress

Client roaming Collin's AP
completed

Client roamingin  Collin's AP
progress

Voice Events

You can view and analyze information about voice calls made using Zebra devices. The Marvis client
provides details about when the call began and ended, along with the call performance. You can view a
summary of voice events both during the call and after it ends.

Client Events  35Total 24Good 7 Neutral 4Bad APReported ~ Client Reported
Client roaming Collin's AP
completed AP Collin's AP AP MAC 44:20:b0:c0:15:77
i i Collin's AP
Client roaming ollin's BSSID d4:20:b0:d8:19:4¢ Clock Rate 8000
completed
Port Numb: 51008
Voice Call Stopped ~ Collin's AP Codec PCMU UL e
Voice Call Started  Collin's AP P Time 20
Voice Analysis Colln's AP
Started
Voice Analysis Collin's AP
Started

Zebra Wireless Insights measures the performance in terms of packet loss, latency, jitter, VoIP link
quality, and Wi-Fi link quality. The Mist cloud receives this data from the Marvis Client and displays the
data on the Insights page for a client. You can also see the description and reason for events that
occurred during the call, which provides additional insight into the experience from the client’s
perspective.

Client Events  11Total 3Good 8Neutral 0Bad APReported  Client Reported
o AP Collin's AP AP MAC 44:20:00:0:15:77
Incremental Interim ~ Collin's AP
Voice Call Report Average Packet Loss 2 Average RSS| 62 dBm
I Voice Call Stopped  Collin's A Average SNR = Average Voice Latency 4 ms
Voice Call Report  Collin's AP N
Gt o BSSID d4:20:b0:d8:19:4c Max Jitter 29ms
Voice Call Report  Collin's AP
Packet IDs 0} Packet Loss Percentage 8%
Voice Call Report  Collin's AP
Reason tx power and data rate RSS! -63dBm
Voice Call Report  Coliin's AP mismatch
SNR 2848
Voice Call Report  Collin's AP RX Rate 105 Mbps

TX Rate of Max Packets 208 Mbps

Volcs Call Repoit Colin's AP Description latency exceeded, packet

| loss exceeded VOIP Link Quality 4



Client Events  35Total 24Good 7Neutral 4Bad

Voice Call Summary ~ Colin's AP Average RSS! 58 dBm
Report
H Average Voice Latency 6 ms
Incremental Interim ~ Collin's AP
Voice Call Report Max Jitter 10ms
Voice Call Report ~ Collin's AP RSS! 57d8m
Collin's AP
|| Voice call Report . o
Voice Call Report  Collin's AP
TX Rate of Max Packets 32 Mbps
Voice Call Report  Collin's AP
1 VOIP Link Quality 4

Client disconnected  Coliin's AP

Marvis Client FAQ

SUMMARY

Get answers to common questions about
subscription requirements, status messages, logs, and
troubleshooting for the Marvis Client.

AP Reported  Client Reported
Average SNR EELT

BSSID d4:20:b0:d8:19:4¢

Packet Loss Percentage 4%

RX Rate 27 Mbps

Description partial voice report after
sip call stopped, latency
exceeded, packet I0ss
exceeded

Voice Latency 6ms

WIFI Link Quality 4

IN THIS SECTION

®  What should | do if | do not have a secret
token? | 351

®  Which subscription do | need to purchase to
use Marvis client? | 351

©®  Why should | disable random MAC address
for my Android device? | 351

®  Why does the connection status show as
Disconnected on my Marvis client app? | 352

®  Why does the connection status show as
Sleeping on the Marvis client app? | 352

©®  Why does the Marvis client app request for
location permission even though | set the
Location Visibility as OFF? | 352

©®  Why doesn't any data appear on the Marvis
tab (Clients > WiFi Clients > Marvis tab) even
though the app connection status shows as
Connected? | 352

® Why do | see only device locked and unlocked
events in the client reported events? How can
| obtain additional data on client
events? | 353

©®  Why do client events not display voice call
events data for Zebra devices? | 353

350



What is the battery consumption of the
Marvis client app? | 353

How do | switch from POC mode to
Production mode? | 353

Where are the logs stored? | 353

Are there any additional requirements to run
the Marvis client on Windows? | 354

| do not see my device listed on the Clients >
WiFi Clients > Marvis page. What should |
do? | 354

My Marvis client seems to be stuck, and |
can't use it. | might need an app reset. How
can | fix this issue? | 354

My Marvis client shows the status as
Connecting or the connection request shows
timed out. What should | do? | 355

What should | do if | do not have a secret token?

You can request for a secret token from your network administrator through the Juniper Mist portal.

Which subscription do | need to purchase to use Marvis client?

You'll need a Marvis Client (S-VNACLIENT) subscription per client.

Why should | disable random MAC address for my Android device?

Disabling the random MAC address enables the Marvis client app to maintain a single MAC address for a
device and associate all the device data with that MAC address.



Why does the connection status show as Disconnected on my Marvis
client app?

When you download and install the app for the first time, the connection status shows as Disconnected.
After you configure the secret key, enable the required permissions, and connect the device to the Mist
SSID, the connection status changes to Connected.

Why does the connection status show as Sleeping on the Marvis client
app?

Your device might be on a non-Mist AP network. If you are connected to the Juniper Mist network and if
the Marvis client still shows the status as Sleeping, contact Juniper Mist support.

Why does the Marvis client app request for location permission even
though | set the Location Visibility as OFF?

It is mandatory to set the location permission as Allow all the time for the app to function. According to
the Android OS requirements, an app needs this permission to access the Wi-Fi information.

Why doesn't any data appear on the Marvis tab (Clients > WiFi Clients >
Marvis tab) even though the app connection status shows as Connected?

This could happen due to one of the following reasons:

e If you installed the Marvis client app for the first time, the Juniper Mist cloud might take up to 15
minutes to appear on the Marvis page.

e Your device is not connected to the Juniper Mist access point (AP) network.
e You have not enabled the required location permission.

e Your device is not enrolled in the correct organization.



Why do | see only device locked and unlocked events in the client
reported events? How can | obtain additional data on client events?

Juniper Mist displays additional client events such as client roams, sticky clients, good roams, bad roams,
and optimal and sub-optimal roams when:

e The site has sufficient APs (at least three).
e The device is always connected to the Mist SSID.

If the device moves across the site (within the Juniper Mist network), the app can collect adequate data
for client roam events.

Why do client events not display voice call events data for Zebra devices?

Voice call might not be supported on your Zebra device. Zebra voice call is supported only on specific
device models and OS versions. For more information, see https:/www.zebra.com/us/en/support-
downloads/software/mobile-computer-software/wireless-insights.html#Ta-item-014a3aéca%-tab.

What is the battery consumption of the Marvis client app?

The battery consumption is ~2% to 3% per hour. Note that this value can vary based on the device
model, device OS version, other apps running on the device, or device settings.

How do | switch from POC mode to Production mode?

Reinstall the Marvis client using the appropriate command line parameters to set the mode.

Where are the logs stored?

Logs are stored in a location specific to your OS and configuration. You can access the logs in the
following locations:

¢ C:\Windows\Temp\Marvis on Windows devices


https://www.zebra.com/us/en/support-downloads/software/mobile-computer-software/wireless-insights.html#Ta-item-014a3a6ca9-tab
https://www.zebra.com/us/en/support-downloads/software/mobile-computer-software/wireless-insights.html#Ta-item-014a3a6ca9-tab

e /Users/Shared/MarvisClient/Data/Documents on macQOS devices

Are there any additional requirements to run the Marvis client on
Windows?

Unlike on Android, apps don't require specific permissions on Windows. However, you must ensure that
you've exposed the physical MAC address of your Wi-Fi adapter. Ensure that you have the necessary
administrator rights for installation and that your system meets the prerequisites, such as having

the .NET Framework installed. For security settings, make sure that the Marvis client is configured
according to your organization’s policies.

I do not see my device listed on the Clients > WiFi Clients > Marvis page.
What should | do?

You'll need to perform the following checks:

1. Verify that your device is connected to a Juniper Mist AP. Ensure that the AP is enrolled to the same
organization with which the SDK secret is associated.

2. Ensure that you have enabled location and BLE permissions (applicable only for Android devices).

3. Check your firewall settings. Ensure to configure your firewall to allow traffic to/from the client to
the Juniper Mist cloud. See https:/www.juniper.net/documentation/us/en/software/mist/mist-
management/topics/ref/firewall-ports-to-open.html.

4. Check if you have any cloud security tools (such as Zscaler or Netskope) that prevent the client from
connecting to the Juniper Mist cloud.

5. Check the platform-specific app logs for any errors.

My Marvis client seems to be stuck, and | can't use it. | might need an app
reset. How can | fix this issue?

To fix this issue, completely uninstall and reinstall the application. Marvis client for macOS and Windows
supports clean uninstall (with additional parameters).

For uninstallation instructions for Windows, see


https://www.juniper.net/documentation/us/en/software/mist/mist-management/topics/ref/firewall-ports-to-open.html
https://www.juniper.net/documentation/us/en/software/mist/mist-management/topics/ref/firewall-ports-to-open.html

e "Uninstall the Marvis Windows Client" on page 324

e "Uninstall the Marvis Windows Client Using the SOTI MDM" on page 320
e "Uninstall the Marvis Windows Client Using the Intune MDM" on page 318
For uninstallation instructions for macOS, see

e "Uninstall Marvis Client for macOS Using an MDM" on page 333

My Marvis client shows the status as Connecting or the connection
request shows timed out. What should | do?

Make sure you have added the client-terminator URL for your cloud environment to the allowlist on
your network firewall settings. See Juniper Mist Firewall Ports and IP Addresses for Firewall
Configuration.
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https://www.juniper.net/documentation/us/en/software/mist/mist-management/topics/ref/firewall-ports-to-open.html
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Overview of the Marvis App for Microsoft Teams

SUMMARY

You can access Marvis from your Teams desktop or web client.

The Marvis Microsoft Teams app makes it easy for you to access Marvis directly from your Teams
desktop or web client. The Marvis app is integrated with Microsoft Teams. You can use the app to search
for devices, view details, troubleshoot your network and sites, and search for documentation without
having to log in to the Juniper Mist™ portal. With the Marvis app, all the information is available on
demand, right at your fingertips!

Using the Marvis app, you can log in to your organization and access information similar to how you
would access the information in the Mist portal. Network Operation Center (NOC) users can use the app
to debug all aspects of support tickets.

You can use the Marvis app as an individual user or as part of a team through a Teams channel.

This short video describes the Teams integration.

2 Video: Seamless Collaboration & Productivity with Marvis VNA + Microsoft Teams App
Enhancement

Enable or Integrate the Marvis App in Microsoft

Teams
SUMMARY IN THIS SECTION
Your Microsoft Teams administrator can enable or Enable the Marvis App in Your Teams
integrate a third-party application such as Marvis in Environment | 358

Teams. This topic provides the procedures to
integrate the Marvis app in Teams.


https://www.youtube.com/watch?v=FV6MDJGgdFc&t=2s
https://www.youtube.com/watch?v=FV6MDJGgdFc&t=2s

®  Add the Permission Policy for the Marvis
App | 359

®  Assign the Policy to Users | 359

Go through these steps to enable the Marvis app, add the permission policy, and assign the permission
to the users.

@ NOTE: The steps might vary based on updates and changes Microsoft makes to the
Teams Admin Center. We recommend that you refer to the Microsoft documentation if
the following steps look different from what you expect.

I Enable the Marvis App in Your Teams Environment

To enable the Marvis app in your Teams environment:

1. In your web browser, navigate to the Microsoft Teams Admin Center (https:/
admin.teams.microsoft.com).

2. Log in using your administrator account (Teams admin or Global admin) credentials.

3. From the left menu, select Teams apps > Manage apps.

Microsoft Teams admin center P Search - Preview

@ Dashboard Manage apps n
AP Teams v Control which apps are available to users in your organization by allowing and blocking apps. You can also upload and
approve custom apps. After managing apps on this page, you can use app permission and app setup policies to configure
what apps are available for specific users in your organization's app store. Learn more
£ Users v
B Teams devices S
Pending approval Featured app App details
B Teams apps ~ .
< FormMachines
o 0 [B] | build enterprise-grade business forms to
| Manage apps gather complex data with ease
Submitted custom apps  Updated custom apps

00

Permission policies

Setup policies

All apps All subscriptions
Customize store

Browse by Everything

Q  Voice M
k2 Analytics & reports b + Upload newapp /" A @ B ze A 1item
v Name T Certification (D Publisher Publishing status Status (D
*+ Show all

Marvis® Publisher attested Juniper Networks - Blocked

4. On the Manage apps page, search for Marvis.
You'll see the Marvis app listed with the status as Blocked.

5. Click the Marvis app.
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6.

On the Marvis details page, change the status to Allowed.

The Marvis app is now enabled in your Teams environment.

Add the Permission Policy for the Marvis App

Permission policies allow you to control which users can use the Marvis app. You can control the access
by creating and applying the policy to specific users. You can either create a policy or edit the default
policy. We recommend that you create a policy.

To add the permission policy for the Marvis app:

1.

From the left menu of the Microsoft Teams Admin Center window, select Teams apps > Permission
policies.

2. Click Add. Provide a name and description for the policy.

3. Under Third-party apps, select an option that suits your organization's requirement. We recommend

© N o un &

that you select Allow specific apps and block all others. This option enables you to select the apps
that you want to allow in your Teams environment.

Click Allow apps.

Search for the Marvis app.

Select the Marvis app from the search results and click Add.
Click Allow.

Click Save.

Assign the Policy to Users

You can assign the policy to specific users or to a group of users.

To assign the policy to users:

1.
2.

From the left menu of the Microsoft Teams Admin Center window, navigate to the policy page.

To assign the policy to specific users:

a. Select the policy, click Manage users, and then click Assign users.
b. Add the users and then click Apply.
@ NOTE: If you want to assign the policy to all users in your organization, modify the

Global policy to allow the Marvis app. However, we do not recommend modifying the
Global policy because it affects all users in your organization.



After you assign the policy, the Marvis app will be available to the users or Teams channels based on the
assigned permission policy.

Install the Marvis App in Microsoft Teams

SUMMARY IN THIS SECTION
Follow these procedures to install the Marvis app, Install the Marvis App in Teams | 360
connect it to your Juniper Mist™ organization, and Connect to Your Mist Organization | 361

add the app to a Teams channel.
Add the Marvis App to a Microsoft Teams

Channel | 363

Teams users can install and use the Marvis app only if the administrator allows the app in the Teams
environment. Additionally, the administrator must make the app available to users through permission
policies. See "Enable or Integrate the Marvis App in Microsoft Teams" on page 357.

Install the Marvis App in Teams

To install the Marvis app in Teams:

1. From the left pane of your Microsoft Teams window, select Apps.
2. Enter Marvis in the Search box and click the Search icon.
You'll see the Marvis app listed in the search results.

3. Select the app and click Open.
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Marvis® X

D Juniper Networks

Works across @ €

Overview Permissions Discover more apps

Access Marvis®
directly on your
Microsoft Teams
desktop/web
client

e o 0o o
Marvis® helps Administrator identify network issues and monitor user experience

By using Marvis®, you agree to the privacy policy, terms of use, and permissions.

You'll see the following window, which indicates that you have successfully installed the app:

Marvis® 8:39 AM

(@

Marvis Credentials

Cloud: Select an option v
Org ID: Org ID
Org Token: Token >Q

Connect o

4. Next, you'll need to connect to your organization in the Mist portal.

I Connect to Your Mist Organization

To connect to your Mist organization:

1. Enter the following details to log in to your organization:

e Cloud environment name (for example, Global 01, Global 02). You can obtain this information
from the Mist portal login screen.
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Alls In the Air™

)

Mis

=t man

“or-

G sign in with Google

e Organization ID (Org ID)

You can find your Org ID on the Organization > Settings page in the Mist portal.

@ monitor Organization Settings
) marvis™

r93‘ Clients

Organization Name
[Z] Access Points
Live Demo

$5| switch A
e Organization ID

9777¢1 I ;1 | D
(+) waN Edges

& wist Edges Managed Service Provider

The Mist Demo MSP
</ Location Assign to a different MSP

uI]I] Analytics

Password Policy

O o
oo Site @® Enabled O Disabled

Require passwords of at least | 8 characters
@ Organization

@] Require special characters

O Require 2-factor authentication

o Org Token

You can generate the Org token on the Organization > Settings page in the Mist portal. The Org
token operates like the user-based API token, but it is tied to a particular organization. Org token
permission is based on the Access Level and Site Access options you select.

To create a token:

a. Click Create Token under the API Token section on the Settings page.
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b. Enter a name and click Generate. The generated key is the Org Token.

Create Token b4

Please save your key to a safe place. You will see the key only
once upon creation. You won't be able to retrieve it later

Name

Access Level

Super User

Network Admin
Observer
Helpdesk

Site Access

=1

Key
n|

2. Click Connect. A successful connection displays the following window:

(=) Marvis® chat About
@ Your response was sent to the app x
849 AM
Connect
Marvise 8:49 AM
[m\ Connected to Org Live Demo
Hi. 1 am Marvis, your Virtual Network Assistant. At present, | can perform following task:
» Troubleshoot Wi-Fi clients, AP, Switch & Site

« Search device
« Search Mist documentation

To re-configure Marvis, type  configure
To switch between existing configurations, type my_conf igs
To view current active config, type active

Type a new message

vyo@mR® e e - >

Add the Marvis App to a Microsoft Teams Channel

You can add the Marvis app to a Microsoft Teams channel as a team member. Members of that Teams
channel can then query Marvis for information.
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Before you add Marvis to a Teams channel, you must install the app in Teams and connect the app to the
organization, as described in the previous sections.

To add the Marvis app to a Microsoft Teams channel:

1. In the left pane of your Microsoft Teams window, select Apps.

2. Enter Marvis in the Search box and click Search.
You'll see the Marvis app listed in the search results.

3. Click the app and select Add to a Team.

Marvis® X

Juniper Networks
€% Add to a team
Overview Permissions  Discover more apps

Access Marvis® @
directly on your
Microsoft Teams
desktop/web
client

e o o o
Marvis® helps Administrator identify network issues and monitor user experience

By using Marvis®, you agree to the privacy_policy, terms of use, and permissions.

4. Select the Teams channel.
That's it! You and your team members can start asking Marvis questions.

Post by marvis-teamsbot
J Go to channel
General
-~
| s, Komar Vestorday 7:04 PM
Connect

@) Marvise Yesterday 7:04 PM
Connected to Org Live Demo

Hi. | am Marvis, your Virtual Network Assistant. At present, | can perform following task:
Troubleshoot Wi-Fi clients, AP, Switch & Site
Search device
Search Mist documentation

| & umar esterday 704 P
Marvis® tshoot site live demo

@] Marvis® Yesterday 7:04 PM
Troubleshooting Live-Demo. Here's what | found on Jun 25th between 12:00 AM to 7:04 PM

Wireless
[(*] The Client on site experienced Authorization, v
Low Power, and Asymmetry Uplink issue(s)

Wired

The Client on site experienced Authentication v
issue(s).
Reply
2 O@BEGBOD QO+ B

5. Use the @marvis prompt to enter your first question.



Troubleshoot Using the Marvis App

SUMMARY IN THIS SECTION
Follow these procedures to troubleshoot issues with Troubleshoot a Wireless Client | 365
wireless and wired clients, devices, and sites. Troubleshoot a Wired Client | 366

Troubleshoot a Device | 367

Troubleshoot Unhappy Devices or
Clients | 368

Troubleshoot a Site | 370

Troubleshoot a Wireless Client

Using the Marvis app, you can view failures of a wireless client and its associated access point (AP).

To check whether a wireless client is experiencing any issues, enter a phrase such as "Troubleshoot client
namé" in the Teams window.
Here's an example that shows the details Marvis provides for the phrase "troubleshoot client
name!" In this case, Marvis reports that the client is experiencing an authorization error due to a
connection timeout.



D Marvis® Chat About

 GEEn R 5

1:27 PM

troubleshoot client aconcagua ©

Marvis® 1:27 PM

D Troubleshooting aconcagua. Here's what | found on Jun 22nd between 12:00 AM to 11:59 PM.

Authorization Error
aconcagua failed due to connection timeout during ~
auth process.

Client had authorization failures 100% of the time on
wireless LAN Live_demo_only. This problem is client-
specific. Most failures occurred on client aconcagua

Recommendations:

« Update the Wi-Fi password on the device to match
the one configured for the WLAN

* Check if the radius server is reachable.

« Ensure the user's certificate hasn't expired

[ Client Insights [ Failure Timeline

Type a new message

P © @B QO - B

You can click the issue to view details. You can click the Client Insights or Failure Timeline option
for more details. In some cases, Marvis also provides recommendations to fix the issue, as the
screenshot shows.

Here are some sample phrases that you can use to troubleshoot wireless clients:

e how was <client name> on June 22nd

e tshoot client <mac or name> on June 21

Troubleshoot a Wired Client

To view wired clients that are experiencing issues, use phrases such as the following:

e tshoot wired client <mac>
e troubleshoot client name

Here's an example that shows the details Marvis provides for the phrase "tshoot wired client
<mac>".



367

Marvis® Chat About

5:46 PM

tshoot wired client dc:a6:32:¢c7:¢6:d5

Marvis® 5:46 PM

Eﬂ No issues are found with Raspberry Pi Trading Ltd on Jun 19th 12:00 AM to Jun 26th 1:30 PM

I Troubleshoot a Device

You can use the Marvis app to check for issues on APs, switches, or WAN edge devices.

To check whether a device is experiencing any issues, enter a phrase such as "tshoot switch name" or
"tshoot device name" in the Teams window.

Here's an example that shows the details Marvis provides for the phrase "tshoot switch name!" In
this case, Marvis reports that two clients connected to the switch experienced an authentication
failure.

tshoot switch Id—cup—idf—d—sw‘Lﬂ

Marvis® 1:34 PM

Eﬂ Troubleshooting Id-cup-idf-d-sw1_11. Here's what | found on Jun 19th 12:00 AM to Jun 26th 1:30 PM.

Authentication Failure
2 wired client(s) connected to the switch experienced A
authentication failure 69% of time.

interface(s) ge-1/0/17 experienced failures. This problem is
switch specific. Most failures were experienced on switch
Id-cup-idf-d-sw1_11

(7 Switch Insights ([ Failure Timeline
Config Failure

Due to switch config failure.

Latency
Due to high latency on interfaces(s).

You can click the issue to view details. You can click the Switch Insights or Failure Timeline option
for more details. In some cases, Marvis also provides recommendations to fix the issue, as the
following screenshot shows:



(@) Marvis® chat About
tshoot kputtaswamy in last 7 days
Marvis® 1:30 PM

@ Troubleshooting E972F772-EF34-48FC-8COE-89AABC90723A. Here's what | found on Jun 19th 12:00 AM to Jun 26th
1:30 PM.

Slow Roam

The client experienced high latency in standard v
roaming.

Low Power

The AP had low power of 25.5 W when connected to v

|d-cup-idf-c-sw11 on port ge-0/0/46.

Poor Coverage
Due to the device connecting at a low signal strength.

Client experienced poor wireless coverage 22% of the time.

Recommendations:

« Ensure there are sufficient number of access points
covering the site.

» Check if the device is sticky i.e. continues to connect
at low values.

(7 Client Insights (2 Failure Timeline

Type a new message

@@ E >R O - B

Troubleshoot Unhappy Devices or Clients

To check for devices experiencing issues (unhappy devices), simply enter the phrase "unhappy <device
type>" in the Marvis chat window. For example, if you want to view unhappy WAN edge devices, enter
"unhappy WAN edges" and Marvis will show all the WAN edges that are experiencing issues.

Here are a few examples. You can click any device to view the issues.

Unhappy WAN edges:

7:16 PM

unhappy gateways
PPy 9 Y ©

Marvis® 7:16 PM

D Here is the list of Gateways having issues on Jun 26th between 12:00 AM to 7:16 PM:

@ Seattle BN
Gateway Mac: 02:00:01:de:81:75 Site: Seattle

@ LD_SRX S
Gateway Mac: fc:33:42:62:af:00 Site: Live-Demo

[Type a new message

@ @ D> QQ - B

Unhappy APs:



Marvis® Chat About

7:14 PM
Unha APs
PPy ©
Marvis® 7:14 PM
@ Here is the list of APs having issues on Jun 26th between 12:00 AM to 7:14 PM:
LD_Friday
[*]) AP Mac: d4:20:b0:f1:03:c5 IP: 192.168.2.24 Site: >
Live-Demo
LD_Jsw
E] AP Mac: d4:20:b0:f1:08:39 IP: 192.168.2.10 Site: >
Live-Demo
LD_Collin's AP
[*]) AP Mac: d4:20:b0:81:99:2¢ IP: 192.168.0.132 Site: >
Live-Demo
LD_IDF_B_AP
(*] AP Mac: 5c:5b:35:3e:4e:ca IP: 192.168.2.61 Site: >
Live-Demo
LB_loT_Imagotag_Dongle >
AP Mac: 5¢:5b:35:50:09:1a IP: None Site: loT Site
[Type a new message
v © ®® R0 B
.
Unhappy Switches:
Marvis® Chat About
7:12 PM

Marvis® 7:12 PM

@ Here is the list of Switches having issues on Jun 26th between 12:00 AM to 7:12 PM:

Id-cup-idf-c-sw11
Switch Mac: 18:2a:d3:4a:5e:a2 IP: 172.16.84.63 >
Site: Live-Demo

Id-cup-idf-d-sw1_11
Switch Mac: d0:dd:49:91:65:2d IP: 192.168.2.28 >
Site: Live-Demo

SaltLakeSw1
Switch Mac: 54:4b:8¢:1¢:72:f7 IP: 172.28.4.100 >
Site: Westford

NUC-LAB-ACC1
Switch Mac: 2¢:6b:f5:11:79:00 IP: None Site: Mist =
WA Lab (EVE-NG)

NUC-LAB-ACC2
Switch Mac: 2¢:6b:f5:74:74:00 IP: None Site: Mist >
WA Lab (EVE-NG)

(@ Your response was sent to the app X

Type a new message

@@ B> Q0

Unhappy Wireless Clients:

unhappy switches

369



(@) Marvis® chat About

9:08 AM
list unhappy wireless clients

Marvis® 9:08 AM

D Here are the clients having WiFi issues at site Live-Demo on Jun 22nd between 12:00 AM to 11:59 PM:

aconcagua
Client Mac: b8:27:eb:cc:0d:49 IP: 192.168.2.31 >
Site: Live-Demo

o
M

everest-4

O, Client Mac: 50:32:37:e8:72:7e IP: 10.100.1.56 Site: >
Live-Demo
Apple

O, Client Mac: 2a:52:55:f2:ae:81 IP: 192.168.2.82 >

Site: Live-Demo

Galaxy-S9
Client Mac: a0:c9:a0:eb:4a:51IP: 192.168.2.243 >
Site: Live-Demo

Jo

LAPTOP-8H8SJ0O35
Client Mac: 68:ec:c5:09:2e:87 IP: 192.168.0.207 >
Site: Live-Demo

Jo

Type a new message

OB B Q0 - B

Troubleshoot a Site

You can use the Marvis app to troubleshoot sites to identify site-level failures.

To check whether a device is experiencing any issues, enter a phrase such as "troubleshoot site name" in
the Teams window.

Here's an example that shows the details Marvis provides for the phrase "troubleshoot site name."
Marvis shows the troubleshooting results for the site. Marvis classifies these failures under the
following categories:

o Wireless
o Wired

e WAN
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1:36 PM

tshoot site live-demo

Marvis® 1:36 PM

@ Troubleshooting Live-Demo. Here's what | found on Jun 19th 12:00 AM to Jun 26th 1:30 PM.

Wireless
[z] The Client on site experienced Authorization, o
AP Disconnect, and Asymmetry Uplink
issue(s).
Wired
The Client on site experienced Authentication v
issue(s).
@ WAN
No major issues found.
fType a new message
@@ E > Q @ - B

You can click the expand arrow to view more details. You can drill down further to view site-level
insights and device-level insights.

Marvis® 1:36 PM

@ Troubleshooting Live-Demo. Here's what | found on Jun 19th 12:00 AM to Jun 26th 1:30 PM.

Wireless

E] The Client on site experienced Authorization,
AP Disconnect, and Asymmetry Uplink
issue(s).

- Clients in the site had authorization failures 30% of the
time. Most of the failures occurred on SSID Live_demo_only
and AP LD_RS_Support.

- APs in the site were healthy 78% of the time. Most of the
failures occurred on AP LD_Collin's AP.

- Clients in the site experienced poor wireless coverage 21%
of the time. Most of the failures occurred on AP
LD_MCB_AP and SSID Live_demo_only.

(2 site Insights

Wired
The Client on site experienced Authentication v
issue(s).

@ WAN
No major issues found.

Type a new message

r © @ F >R @
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Search and List Functions in the Marvis App

SUMMARY IN THIS SECTION
Use the Marvis App to search for devices, sites, and ®  Search for Devices and Sites | 372
documentation. ®  Search for Documentation | 373

®  List Function | 374

I Search for Devices and Sites

You can use the Marvis app to search for devices such as wireless or wired clients, access points (APs),
switches, and WAN edge devices based on the device's name or MAC address. You can also search for
sites by site name. To search for a device or site, simply enter the device or site name in the Marvis chat
window.

The search results provide links to the Insights page for the device or site. Note that you can even search
using partial names.

Here's an example:

Marvis® Chat About
android-1b419d4aa3a0e423
Marvis® 9:05 AM

(@] showing results for android-1b419d4aa3a0e423:

android-1b419d4aa3a0e423
O Client, Mac: 22:0d:af:bd:9c:f7, IP: 192.168.2.74, Site: Live-
Demo

9:06 AM
|d-cup-idf-c-sw11

Marvis® 9:06 AM

(@] showing results for ld-cup-idf-c-sw11:

Id-cup-idf-c-sw11
Active Switch, Mac: 18:2a:d3:4a:5e:a2, IP: 172.16.84.63,
Qite: | ive-Namn

[Type a new message

r © @B B R O - B




Here are some examples of phrases that you can use to search for a device or site:

<client name>

Search <ap mac> <switch model>

Find <WAN edge mac>

<wired client mac>

<site partial name>

Locate <client

username>

Search for Documentation

You can search for documentation without having to go to the Juniper Networks documentation portal.

To search for documentation, enter a phrase such as "doc search <text>" in the Marvis chat window. It is

not necessary to enter the exact name of the topic. You can enter a word or phrase, and Marvis displays
all topics containing the text you entered. The following screenshot shows the results of a
documentation search using the phrase "doc search <text>".

D Marvis® Chat About

Marvis® 7:20 PM

D Here are some resources related to your query that can help.

5

B

Dynamic port configuration port profile
Through the use of dynamic port configuration, we
assign connected devices to a new port config...

Dynamic port profiles lldp description
Dynamic port configuration (dpc) provides the
ability to assign port profiles to client devices...

Dynamic port profiles
Use our new dynamic port configuration feature to
easily apply port profiles to ports based on the...

Dynamic port profiles
So if you enable 802.1x and on the switch port, you
will be able to detect that and assign that to your...

Dynamic port profiles with mac address and ra...
We are always looking to improve your experience
when using our products and services. this week...

Type a new message

]

]

7:20 PM

doc search 'dynamic port profile for switches'

Z®)

BO &> Q0 -

B

In the following screenshot, notice that Marvis displays documentation links even though the phrase

does not contain the key words such as "doc" or "search.".



7:23 PM

‘cradlepoint integration'

Marvis® 7:23 PM
E] Here are some resources related to your query that can help.
Mist cradlepoint integration guide &4}
E Contents cradlepoint onboardingonboarding
stepsprerequisitescradlepoint...
Cradlepoint onboarding g
E To onboard cradlepoint devices into mist,
customers need to link their cradlepoint netcloud...
E] Cradlepoint offboarding a
Cradlepoint device insights &}
E] Site insights provides details for cradlepoint
events that are ingested from netcloud for each...
E] Cradlepoint inventory a
Type a new message
r © ® > Q@ - B

List Function

You can also use the list function to view information such as unhappy clients, access points (APs)
running an incorrect firmware version, and switches in a site.

To determine which clients are experiencing connectivity issues (which we also refer to as unhappy
clients), use phrases such as, "list unhappy wireless clients" or "list unhappy clients" without providing

details.

Marvis displays a list of clients that are experiencing issues. You can select any client from the list to

view the details.

©

Here is an example that shows the details that Marvis displays for "unhappy clients."



(@) Marvis® chat About

9:08 AM
list unhappy wireless clients

Marvis® 9:08 AM

D Here are the clients having WiFi issues at site Live-Demo on Jun 22nd between 12:00 AM to 11:59 PM:

aconcagua
Client Mac: b8:27:eb:cc:0d:49 IP: 192.168.2.31 >
Site: Live-Demo

o
™

everest-4
Client Mac: 50:32:37:€8:72:7e IP: 10.100.1.56 Site: >
Live-Demo

Jo

Apple
Client Mac: 2a:52:55:f2:ae:81 IP: 192.168.2.82 >
Site: Live-Demo

Jo

Galaxy-S9
Client Mac: a0:c9:a0:eb:4a:51IP: 192.168.2.243 >
Site: Live-Demo

Jo

LAPTOP-8H8SJO35
Client Mac: 68:ec:c5:09:2e:87 IP: 192.168.0.207 >
Site: Live-Demo

Jo

Type a new message

P OB R 0 - B

View or Change the Organization in the Marvis App

SUMMARY

Select the organization that you want to view in the Marvis app.

You can run queries against multiple organizations and also switch between organizations using the
Marvis app,

The Marvis app enables you to:

e Switch between organizations.

¢ View the current active organization (that is, the organization that you're connected to).
e Connect to a new organization or reconnect to the active organization.

Simply type help in the Marvis chat window, and you'll see details about the configure, my_configs, and
active options:
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Marvis® Chat About

hel
P e
Marvis® 1:59 PM
@ Hi. I am Marvis, your Virtual Network Assistant. At present, | can perform following task:
* Troubleshoot Wi-Fi clients, AP, Switch & Site
« Search device
« Search Mist documentation
To use Marvis teams bot, you need to configure it with your credentials. To understand how to get your Marvis
credentials, please refer to our How to Configure Marvis in MS Teams doc.
Once Marvis is configured successfully, users can ask queries like Tr Device or Trot Site directly
and get response on the chat.
Here is a list of some of the commands that you can use
configure >
To configure or re-configure Marvis using your credentials.
my_configs
To view your saved configs & switch between those >
configs.
active
To view your current active config which is being used by >
Marvis.
[Type a new message
y © @ R B

e If you enter configure, Marvis displays the login screen. You can either reconnect to the current
active organization or connect to a different organization.

O Marvis®

Marvis® Chat About

[configure
Marvis® 8:39 AM
=

Marvis Credentials
Cloud: Select an option N7
Org ID: Org ID
Org Token:  Token I

Connect e

e If you enter my_configs, Marvis displays the following:
e Organizations that you're connected to
e The current active organization

Selecting another organization makes it the active organization. You can query Marvis for
information about the devices and sites in that organization.
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(@ Marvis® chat About

124 P

my_configs

Marvis® 11:24 PM

=]

Select Organization:
e Live Demo - (Global01) Active
o [MIST CSQA]-THE TRUE Mist Office [PRODUCTION] - -

@ Your response was sent to the app X

11:24 PM

Activate [MIST CSQA]-THE TRUE Mist Office [PRODUCTION]

Marvis® 11:24 PM

(@ switched to Org [MIST CSQA]-THE TRUE Mist Office [PRODUCTION]!

Type a new message

y @B HE >R O - B

¢ If you enter active, Marvis displays the organization that is currently active.
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Troubleshoot Wireless Connectivity Issues

IN THIS SECTION

Troubleshoot with the Successful Connects SLE | 379
Explore Further on the Insights Dashboard | 381
Get Quick Recommendations About Ongoing Issues | 381

Troubleshoot with Marvis | 382

To recap the information from the various chapters of this guide, this use case shows how you can use
wireless SLEs, the Insights page, Marvis Actions, and the Marvis Conversational Assistant to investigate
and troubleshoot connectivity issues.

Typically, you wouldn't use a//these tools, but this use case illustrates the valuable insights that you can
gain from these tools. Use whichever options suit your situation and your preferences for working in the
Juniper Mist™ portal.

Troubleshoot with the Successful Connects SLE

Let's start on the Wireless SLEs dashboard. SLEs offer insights into current and past issues.

@ NOTE: To find the Wireless SLEs dashboard, select Monitor > Service Levels from the
left menu, and then click the Wireless button.

In this example, you see that only 22 percent of connects were successful. On the right side of the SLE
block, you see that 98 percent of the issues involved DHCP errors.



380

Monitor B Insights | liveDemo v | 6:00AM Jan 10, 2024 — 10:00 AM Jan 10, 2024 +
Users
System changes A Ah A A A Abh =

Success Rate G | ‘ N VA Hide Excluded WLANS = Settings

Assaciation

9 /\ /\ Authorization
Time to Connect 190/6 /\ /

Internet Services

ok ok 4

DHCP

Association 0%

Authorization 2%

0,
Successful Connects 22& /\/\ N\ / DHCP 98%
ARP 0%

DNS 0%

@ NOTE: Although this example focuses on DHCP errors, you can see that this SLE
provides insights into various factors that can affect connectivity, including
authorization, ARP, and DNS issues. For more information about this SLE and its
classifiers, see "Wireless SLEs" on page 76.

As shown in the following animation, you can click the DHCP classifier to view the Root Cause Analysis.
There, you can explore the sub-classifiers, statistics, and timeline. You can see which devices were
affected, when they were affected, and where they're located.

As you explore the Root Cause Analysis page, you can discover:



o If the failures are being observed across access points (APs) or specific APs.
o If the failures are being observed for specific device types or across all device types.

o If the failures are being observed across all Wireless Lans (WLANS) or a specific WLAN.

Explore Further on the Insights Dashboard

As you identify the impacted devices, you can get more details on the Insights dashboard. This
dashboard offers information about current and past issues.

@ NOTE: To find the Insights dashboard, select Monitor from the left menu of the Juniper
Mist portal. Then click the Insights button at the top of the Monitor page.

For connectivity issues, it's helpful to look at AP Events and Client Events.

For this example, let's look at Client Events. If you click the Bad tab at the top, you can focus on the
user-impacting issues. In this example, you see the details that are available for a DCHP timeout. For
more information about an incident, you can click the link on the client name or the AP name.

Client Events 47Total 3734Good 3605 Neutral 3808 Bad 3808 > =

DHCP Timed Out

Get Quick Recommendations About Ongoing Issues

The Marvis Actions dashboard offers quick recommendations about current and past issues.

In this example, the Actions dashboard shows several connectivity issues. In this example, DCHP Failure
has the highest number of issues. When you click DHCP, you see a recommended action. You also see
the scope of the issue: which sites were affected, what happened, and when the issues occurred.



ACTIONS A sites
Clients Application
|
S NN
1Layer 1 / \ Security
—
4
16 Connectivity 9 WAN Edge
\ 74P 9 switch
\ 4 Authentication Failure

e

\5 DHCP Failure )

3 ARP Failure

4 DNS Failure
2 Other Actions

DHCP FAILURE +
RECOMMENDED ACTION
The following DHCP server(s) are not responding. Please check if they are online and able to lease IP addresses.

O site Reason Details Date Y status
O LveDemo AP Near Mary View More Jan 22,2024 10:20 AM Open ~
O Live-Demo All WLANS failing Affects 5 Clients Jan 19, 2024 2:04 PM Open +
O LveDemo DHCP Server 192.168.2.1 Affects 8 Clients Jan 19,2024 10:15 AM Open ~
O wveDemo 2 APS 0N WLAN Mist_loT Affects 8 Clients Jan 18, 2024 3:05 PM Open ~
O wLve-emo VLAN 120 Affects 87 Clients Jan 18,2024 1:29 PM Open +

I Troubleshoot with Marvis

If you have a Marvis subscription, you get help by clicking the Marvis icon and entering questions.

Juniper Mist” ’

@ NOTE: Look for the Marvis icon at the top-left or bottom-right corner of the Juniper
Mist portal.

As shown in the animation below, you can enter troubleshoot followed by the MAC address or
hostname of a device. Then interact with Marvis to get the information that you need.

382
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Troubleshoot Specific Connectivity Issues by Using
the Marvis Conversational Assistant

SUMMARY IN THIS SECTION
Understand how you can use the Marvis Troubleshoot Authorization Failures I 384
conversational assistant to troubleshoot specific
connectivity issues.

[ J

©®  Troubleshoot DHCP Issues | 390
®  Troubleshoot PSK Failures | 392
[ J

Troubleshoot RADIUS Authentication
Failures | 394

We cover a few troubleshooting examples so that you get an idea about how you can use the Marvis
conversational assistant to troubleshoot connectivity issues.



Troubleshoot Authorization Failures

Authorization failures can be due to various reasons such as a RADIUS server not responding and clients
failing to complete the authorization process. This example shows how you can use the Marvis
conversational assistant to troubleshoot authorization failures both for a site and a client.

To troubleshoot authorization failures at a site:

1. In the Marvis conversational assistant window, enter troubleshoot followed by the site name. You
can also specify a duration.

In this example, you'll see that Marvis identifies authorization issues in the wireless network.

MARVIS Yy -
@ WAN

@. Marvis Actions

x|

x|

Troubleshoot Site live-demo in last 7 days

Checking site Live-Demo.

Here is what | found on Feb 20th 12:00 AM to Feb 27th 9:15 PM:

E] Wireless

Wired

]

@ WAN

i Marvis Actions

]

2. Click the Wireless category to get some more details about the issue. In this example, you'll see that
Marvis reports that the clients at the site faced authorization failures 36% of the time.



MARVIS

e

Clients in the site experienced limited RF capacity 51% of the time. Most of the failures occurred on 5 GHz and AP LD_DataScience.

Clients in the site had authorization failures 36% of the time. Most of the failures occurred on 5 GHz and device type unknown.

Wireless SLE |8 Site Insights |B Scope of Impact > Recommendation -

You can investigate further by using the options displayed.

Scope of Impact

Scope of Impact provides a graphical representation of all the clients that experienced issues. You can
also choose to view the information based on a wireless LAN (WLAN), access point (AP), or radio band

by using the drop-down list on the right.

Clients in the site experienced limited RF capacity 51% of the time. Most of the failures occurred on 5 GHz and AP LD_DataScience.

Clients in the site had authorization failures 36% of the time. Most of the failures occurred on 5 GHz and device type unknown.

Wireless SLE (B | Site Insights [0 | BTl ET 04 Recommendation ->

Clients in the site experienced limited RF capacity 51% of the time. Most of the failures occurred on 5 GHz and AP LD_DataScience.
Clients in the site had authorization failures 36% of the time. Most of the failures occurred on 5 GHz and device type unknown.
Wireless SLE (&1 Site Insights |3 Scope of Impact > Recommendation >

Scope of Impact

M Failure [ Success.

c200_500620 QN
c200_500462 QN
android-seb7es70es259103 (N

android-39484078fb8b955d

oy

Wireless SLE

385
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The Wireless SLEs dashboard provides site-level insights and SLE classifiers. In this example, you'll see
that the Successful Connect service-level expectation (SLE) shows that 64 percent of the connects were
successful.

Monitor Wired | WAN | Location | Insights Live-Demo v 12:00 AM Feb 20, 2024 — 9:1

MARVIS

<

Users Clients in the site experienced limited RF

capacity 51% of the time. Most of the failures
' occurred on 5 GHz and AP LD_DataScience.

Clients in the site had authorization failures

System changes 36% of the time. Most of the failures occurred

on 5 GHz and device type unknown.

Wireless SLE (B | Site Insights [T | ISSIEIIIGLER ST S
Values ‘ PINVANERY Hide Excluded WLANS ‘

Recommendation >

Authorizatio

93% m Internet Sen
Time to Connect 25 | associai Clients in the site experienced limited RF

DHCP capacity 51% of the time. Most of the failures
occurred on 5 GHz and AP LD_DataScience.

Association

64% Clients in the site had authorization failures
Brice
Suceessiul Connects success o 36% of the time. Most of the failures occurred

DNS on 5 GHz and device type unknown.

Weak Signal OSSN =] | Site Insights [T | Scope of Impact >
Coverage 86% W Asymmetry
success Asymmetry Recommendation -

s T T s

Click the Authorization classifier on the right to view the Root Cause Analysis page. This page provides
detailed information. You can look through each of the tabs on the page. For example, you can use the
Distribution tab to determine if the issue is being observed across:

e All APs or specific APs
e All users or specific users
e All WLANS or specific WLANSs

e All device types or specific device types



387

Wireless / Successful Connects /

Auth o r|Zat| on VIEW INSIGHTS Live-Demo ~ 12:00 AM Feb 20, 2024 — 9:15 PM Feb 27,2024 ~
Root Cause analysis select ametric to analyze D # 2
Service Level Metrics Classifiers
Time to Connect 9% Association <1%
Successful Connects 64% Authorization 52%
Coverage 86% DHCP 8%
Roaming 96% ARP <1%
Throughput 100% DNS <1%
Capacdity
AP Health 91%
Statistics Timeline Distribution Location
Affected Items  specific items that failed to meet the service level goal
Users 28 Overall
Name Impact Failure Rate  MAC Address Device os Last AP wLAN A Location
Access Paints 10 kputtaswamy-mbp  0.07% 1% 18:4d:89:7b:60:¢9  Mac Sonoma  LD_MCB_AP Guest Wi-Fi 01 - Office
Applications 37 4c08:0f:01:03:16 021% 100% dc:08:0£:01:03:16  unknown unknown LD_MCB_AP Guest Wi-Fi 01 - Office
86:7€156:97:96:9b  0.77% 100% 86:7€156:97:96:9b  unknown  unknown  LD_MHMD Guest Wi-Fi 01 - Office
satishj-mbp 0.07% 6% bc:d0:74:59:bd:c2  Apple Apple OS  LD_Conf2 Live-Demo-NAC 01 - Office
88:66:5a:18:2d:1f  0.07% 8% 88:66:5a:18:2d:1f  Mac Ventura  LD_DataScience  Live-Demo-NAC 01 - Office
sdey-mbp 0.28% 29% f0:2:4b:0c:90:cd  Mac Catalina  LD_MCB_AP Live-Demo-NAC 01 - Office ’

The Affected Items tab displays the impacted users, APs, and applications. You can drill down further by
clicking a user. The Failure Rate column indicates whether the user always fails to connect. Users
experiencing a 100-percent failure rate over a long period of time are listed under the Persistently
Failing Clients category in Marvis Actions as shown in the following example:

’ LIVE DEMO

ACTIONS

Clients

/

1 Layer 1
15 Connectivity 3 WAN Edge
|
6 AP 9 Switch
2 Other Actions (2 Persistently Failing Clients
PERSISTENTLY FAILING CLIENTS Persistently Failing Details x

1 impacted client at Live-Demo.

A RECOMMENDED ACTION A Raspberry Pi Trading Ltd

Switch: Demo_Switch
These clients are continuously failing to connect. Please check the corresponding config; dca6:32:c7-e8:8

Port: ge-0/0/23
VLAN: 20

@] site

Clients Details Date
[m] Live-Demo 1 Client 802.1x auth fail: mac-radius user| View More Apr 6, 2024 9:10 AM
Live-Demo 1 Client 802.1x Auth Fail View More

Apr 4, 2024 2:06 AM

To troubleshoot authorization failures for a client:

Security

Change lang!
L org M Sites
Application
¥ status
Open ~
Open ~


https://www.juniper.net/documentation/us/en/software/mist/mist-aiops/topics/concept/marvis-actions-persistently-failing-clients.html
https://www.juniper.net/documentation/us/en/software/mist/mist-aiops/topics/concept/marvis-actions-persistently-failing-clients.html
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1. In the Marvis conversational assistant window, enter tshoot client followed by the MAC address or
hostname of the client. In the following example, you'll see that Marvis detects an authorization error
for the client.

MARVIS v -

Here is what | found on Feb 20th 12:00 AM to Feb 27th 9:15 PM:

G Wireless

Clients in site experienced Wifi Interference and Authorization issues.

=]

Wired

No major issues found.

]

WAN
No major issues found.

]

, Marvis Actions
30 marvis action(s) recommended on the site 6 ©

tshoot client 2a:e4:¢9:91:1b:59
Checking Client djuniper.net at site Live-Demo.
——
Here is what | found on Feb 20th 12:00 AM to Feb 27th 9:15 PM:

Authorization Error
‘ [@juniper.net failed due to 802.1x authentication failure. & @

[ + Message ]

2. Click Authorization Error to view more details. In this example, you'll see that Marvis reports that the
client faced authorization failures 100 percent of the time.

MARVIS

&

Client had authorization failures 100% of the time on wireless LAN Live-Demo-NAC.

Site impact: This problem is affecting a small number of clients. Most failures occurred on band 5 GHz.

Additional information listed below:

Failure Timeline & Client Insights & Scope of Impact > Recommendation -

Note that Marvis also reports this issue on the Marvis Actions page, under the Connectivity category.



As we are looking into a client-specific issue, you can click Client Insights. The Client Events section lists
all the events associated with the clients. You can click the authorization failure event to see the reason
for the failure.

=== [ ~Anonymous

Live-Demo

12:00 AM Feb 20 - 9:15 PM Feb 27 (drag an area of interest to Zoom in)
b20 ol T2z CE
Total Bytes Jata Rate

25 63 16 27 25 215 2 50 30 70

6:00 AM - 7:00 AM Feb 27: Bytes: no data, 0.00 Mbps

it

Client Events  353Total 0Good 181 Neutral 172Bad

AP Deauthentication LD_Marvis MAC Address 23:04:¢9:91:1b:59 Number of Streams 2
Authorization LD_Marvis Last Association 82 secago Band 5GHz
Failure

Reaser 2 Description Reason code 2
AP Deauthentication LD_APEng “Previous

23:16:fc:3f: authentication no
r—— e BSSID ac:23:16:fc:3f95 AT
Failure ? = 5 Auth Fail(23).
AP Deauthentication LD_Testbed_MD
- - Channel 132

ssiD Live-Demo-NAC
Authorization LD _Testbed_MD o
Failure ® Authentication Type eap
AP Deauthentication LD_Marvis

4 Download Packet Capture

You can also download the packet capture for the authorization failure. Here is a sample packet capture.
You can see that the client does not respond to identity requests and repeatedly tries to connect
without providing a client identity response.

[ ] [ ] M 301cf119-d5dc-11ee-bSce-cd3c97fc004d.pcap
4 RE QRe=s=Egp 35 Q @ If
LI 0+
No. Time Source Destination Protocol | Lengtt Info
1 2024-02-27 17:52:15.5405.. 2a:e4:c9:91:1b:59 Mist_fc:3f:95 112 Authentication, SN=2043, FN=0, Flag «C
2 2024-02-27 2a:e4:c9:91:1b:59 73 Authentication, SN=0, FN=0, Flags: .
3 2024-02-27 Mist_fc:3f:95 277 Reassociation Request, SN=2044, FI , Flags: C, SSID="Live-Demo-NAC"
4 2024-02-27 f 2a:e4:¢9:91:1b:59 258 Reassociation Response, SN=@, FN=0, Flags=.
5 2024-02-27 17:52:15.5737.. Mist_fc:3f:95 2a:e4:¢9:91:1b:59 86 Request, Identity
6 2024-02-27 17:52:16.4849.. 10.100.0.133 255.255.255.255 171 50923 - 10001 [BAD UDP LENGTH 201 > IP PAYLOAD LENGTH] Len=193
7 2024-02-27 . feB0::265a:4cff:.. ffo2::1 171 60325 - 10001 [BAD UDP LENGTH 201 > IP PAYLOAD LENGTH] Len=193
8 2024-02-27 3 Broadcast 103 Who has 10.100.0.1? Tell 10.100.0.65
9 2024-02-27 4:¢9:91:1b:59 86 Request, Identity

c9
9
c9

1b:59
1b:59

10 2024-02-27
11 2024-02-27

86 Request, Identity
86 Request, Identity
86 Request, Identity

Y
Deauthentication, SN=0, FN=@, Flags

Frame 13: 86 bytes on wire (688 bits), 86 bytes captured (688 bits) on interface 0000 00 00 2b @0 6f 08 00 cO 01 00 00 00 00 00 00 00

Radiotap Header v@, Length 43 0010 &3 7f 00 00 00 00 00 00 02 Oc 1c 16 40 01 01 07

802.11 radio information 0020 00 00 00 10 18 00 03 00 02 00 00 88 02 00 00 2a
0030 e4 9 91 1b 59 ac 23 16 fc 3f 95 ac 23 16 fc 3f

IEEE 802.11 QoS Data, Flags: ......F.

Logical_U"kQ:o"tio? e 0040 95 50 00 @5 00 aa aa 03 00 00 00 88 Se 02 80 00

802.1X Authentication B %5 01 4a 00 05 01

Extensible Authentication Protocol
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Troubleshoot DHCP Issues

Clients might face connectivity issues when they fail to obtain an IP address due to a lack of response
from the Dynamic Host Configuration Protocol (DHCP) server.

To troubleshoot DHCP issues:

1. In the Marvis conversational assistant window, enter tshoot client followed by the MAC address or
hostname of the client. In the following example, you'll see that Marvis detects DHCP issues in the
network.

MARVIS L

Hello, Kumar! 'm Marvis, your virtual network assistant.

Checking Client r2d2 at site Live-Demo.
Here is what | found on Apr 10th between 12:00 AM to 9:57 PM

Error

ed Capacity N

2. Click DHCP Error to view the details. In the following example, you'll see that Marvis reports that a
specific client is facing DHCP failures 100 percent of the time.



MARVIS

&«

Client had DHCP failures 100% of the time on wireless LAN Mist_loT.
Site impact: This problem is client-specific. Most failures occurred on client r2d2.

Additional information listed below:

Failure Timeline |1 | [RENSUEENS=] Scope of Impact > | Recommendation >

You can investigate further by using the options displayed.
Scope of Impact

You can start by looking at the Scope of Impact that lists the successful and failed connection attempts.
You can use the drop-down list on the right to check whether the client is failing on one WLAN/AP or
multiple WLANSs/APs.

MARVIS

&«
Client had DHCP failures 100% of the time on wireless LAN Mist_loT.
Site impact: This problem is client-specific. Most failures occurred on client r2d2.
Additional information listed below:

Failure Timeline (31 | Client Insights |01 | OSTISIUTEIZEE  Recommendation >

Scope of Impact

MFailure I Success

oy

Live-Demo-NAC (@)
Minis-Demo |

NAC-demo-Thr

Guest Wi-Fi (@

Client Insights

You can also click Client Insights to view all the client-related events. You can click the DHCP Timed Out
event to view the details of the DHCP server where the DHCP requests are failing.
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' LIVE DEMO Change language (en)

Monitor | wrees | wres | wa r2d2 v | 12:00 AM Apr 10, 2024 — 9:57 PM Apr 10,2024 ~

r2d2

Live-Demo - 01 - Office - LD_MHMD

M Apr 10 - 9:57 PM Apr 10

12:00 A p (drag an area of interest to Zoom in)
1200 A acom oo ] oscofor 1zpor oo et oo sor
Total Bytes ata ate
w1 N
e L - \ ’ . . Py -t .
1 21/20(21 20 21/21 20 21 20|21 20 212220 2120|2120 21 21|20 21 20|21 20 21 21|20 21 20 21|21 20 21|20 21 20 21|21 20 21 20 21 20 212 21 21 10

8:30 PM - 8:40 PM Apr 10: 12.5 kB, 0.00 Mbps.

Client Events 1126 Total 1Good 1Neutral 1124 Bad 11,000 0f 1,126 > =
DHCP Timed Out®  LD_MHMD 9:57:19.680 PM Apr 10, 2024
AP LD_MHMD Number of Streams 1
DHCP Timed Out@®  LD_MHMD 9:56:15.680 PM Apr 10, 2024
DHCP Timed Out®  LD_MHVD 0,681 PM Apr 10, 2024 MAC Address 4abf8e:93:5e:39 Eend =@z
DHCP Timed Out®  LD_MHMD 5,682 PM Apr 10, 2024 BSSID d4:20:60:1:56:2a Failure Count 1
DHCP Timed Out®  LD_MHMD 00.681 PM Apr 10, 2024 RSSI -72dBm Transaction ID 2911265191
DHCP Timed Outl  LD_MHMD ssiD Mist_loT Description Failing DHCP DISCOVER from

4a-bf-8e-93-5e-39 on vlan 2
with Xid 2911265191

DHCP Timed Out@®  LD_MHMD Protocol 802.11ac

DHCP Timed Out@®  LD_MHMD 9:49:46.681 PM Channel 36

DHCP Timed Out®  LD_MHMD 2,680 PM Apr 10, 2024

You can download the dynamic packet capture for a specific event. Here's a sample packet capture for a
client that experienced a DHCP Timed Out event.

deO BliRE Qe=>=EF I Q& & & T
[ R

No. Time Source Destination Protocol  Lengtf  Info

1 2024-02-29 19:37:33.0753.. Apple_37:43:11 Mist_fc:5e:58 802... 112 Authentication, SN=939, FN=@, Flags=........ C

2 2024-02-29 19:37:35.2053.. 0.0. 255.255.255.255  DHCP 342 DHCP Discover - Transaction ID @x852d44aa
[ 3 2024-02-29 19:37:37.7214.. 255.255.255.255  DHCP 342 DHCP Discover - Transaction ID @x852d44aa

4 2024-02-29 19:37:48.4332.. 0.0.0.0 255.255.255.255  DHCP 342 DHCP Discover - Transaction ID @x852d44ab

5 2024-02-29 19:37:48.2431.. Apple_37:43:11 Mist_fc:5e:58 802... 112 Authentication, SN=1517, FN=0, Flags=........ C

Frame 2: 342 bytes on wire (2736 bits), 342 bytes captured (2736 bits) on interf: 0000 ff ff ff ff ff ff e0 92 5c 37 43 11 08 00 45 00
Ethernet IT, Src: Apple_37:43:11 (e0:92:5c:37:43:11), Dst: Broadcast (ff:ff:ff:f1 0010 01 48 a2 09 00 00 ff 11 18 9c 00 00 00 00 ff ff
Internet Protocol Version 4, Src: 0.0.0.0, Dst: 255.255.255.255 0020 ff ff 00 44 00 43 01 34 e8 de 01 01 06 00 85 2d
User Datagram Protocol, Src Port: 68, Dst Port: 67 fi] o o022 000000 20 09000 gnon a0 0900
Dynamic Host Configuration Protocol (Discover) 0050 0 00 00 00 00 G0 00 B0 00 00 00 80 00 00 00 00

Troubleshoot PSK Failures

Marvis detects preshared key (PSK) failures when a large number of clients fail to authenticate to a PSK
WLAN. A probable cause for this issue could be a recent PSK change that was not communicated to
users.

To troubleshoot PSK failures:
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1. In the Marvis conversational assistant window, enter tshoot followed by the MAC address or
hostname of the client. In the following example, you'll see that Marvis reports an authorization issue

due to an incorrect wireless password.

MARVIS L

tshoot everest in last 7 days

Hello, Kumar! I'm Marvis, your virtual network assistant.

Checking Client everest-4 at site Live-Demo.

Here is what | found on Mar 25th 12:00 AM to Apr 1st 10:53 PM:

Authorization Error
everest-4 failed due to incorrect WiFi password.

AP Restart >
The AP restarted 1 times due to upgrade. The AP is currently online.

Limited Capacity N
Due to wireless interference. O ©

+ |Message

2. Click Authorization Errors to view the details.

MARVIS

e

Client had authorization failures 20% of the time on wireless LAN Live_demo_do_not_remove.

Site impact: This problem is affecting a small number of clients. Most failures occurred on AP LD_MHMD.

Additional information listed below:

Failure Timeline |& Client Insights (& Scope of Impact > Recommendation >

Investigate further by using the options displayed.

Scope of Impact

You can start by looking at the Scope of Impact that lists the successful and failed connection attempts.
You can check whether the client is failing on one or multiple WLANSs.
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Site impact: This problem is affecting a small number of clients. Most failures occurred on AP LD_MHMD.

Additional information listed below:

Failure Timeline |E1 | Client Insights |50 | E<JIRIRTITIEES Recommendation -

Scope of Impact

M Failure 1 Success wilan v

vis o7 - QN
Live-Demo-NAC ()

[

l

Minis-Demo
test-orion

mac_Marvis_AP

Client Insights

You can click Client Insights to view all the events associated with the client. You can click the
authorization failure event to see the reason for the failure as shown in the following example.

Monitor [ wrees | wrea | wax Client everest + | | 12:00 AM Mar 25, 2024 — 10:53 PM Apr 1, 2024 ~

everest

Live-Demo - 01 - Office - LD_MHMD

12:00 AM Mar 25 - 10:53 PM Apr 1
26 Warzr Varze

ar 25
[] Total Bytes
o

99+ (99+95+ 4 99499+ 5 |

Client Events 10079 Total 605 Good 4766 Neutral 4708 Bad 141,000 010,079 > =
I Deauthentication
AP LD_MHMD Protocol 802.11ac
AP Deauthentication LD_MHMD 7:52:03.888 PM Apr 1, 2024
Authorization LD_MHMD 7:52:03.886 PM Apr 1, 2024 MAC Address 50:32:37:8:72:7e. Number of Streams 3
Failure 0
Last Association 4.0 sec ago Band 5GHz
Authorization LD_MHMD 7:51:59.373 PM Apr 1, 2024
Failure @ Reason 2 Description Reason code 2 "Previous
authentication no longer
Client LD_MHMD 7:51:59.372 PM Apr 1, 2024 =D EREREIEED valid" MIC Failure - possible
Deauthentication PSK mismatch(14).

I Troubleshoot RADIUS Authentication Failures

Clients might experience an 802.1x authentication failure when a RADIUS server is down or
unreachable.
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To troubleshoot RADIUS authentication failures:

1. In the Marvis conversational assistant window, enter tshoot followed by the name of the client. In
the following example, you'll see that Marvis detects 802.1x authentication failures in the network.

MARVIS >

Hello, Kumar! I'm Marvis, your virtual network assistant.

tshoot kputtaswamy
Troubleshooting kputtaswamy. Here is what | found on Apr 1st between 12:00 AM to 11:04 PM:

@juniper.net
™ Client Mac: 2a:e4:c9:91:1b:59 IP: 10.100.1.72 Site: Live-Demo

o E972F7724 ABC90723A

™ Client Mac: 8:4d:89:7b:60:e9 IP: 192.168.2.143 Site: Live-Demo P!

Troubleshoot Client _l@juniper,net
Checking

\@juniper.net. Here is what | found on Apr 1st between 12:00 AM to 11:04 PM:

Authorization Error >
‘@Jumper net failed due to 802.1x authentication failure. &

[ + Message ]

2. Click Authentication Error to view the details.

MARVIS
&

Client had authorization failures 100% of the time on wireless LAN Live-Demo-NAC.
Site impact: This problem is affecting a small number of clients. Most failures occurred on band 5 GHz.

Additional information listed below:

Failure Timeline |31 | Client Insights |3 | Scope of Impact > | Recommendation >

You can investigate further by using the options displayed.

Scope of Impact

You can start by looking at the Scope of Impact that lists the successful and failed connection attempts.
You can check whether the client is failing on one or multiple WLANS.
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MARVIS

e

Client had authorization failures 100% of the time on wireless LAN Live-Demo-NAC.
Site impact: This problem is affecting a small number of clients. Most failures occurred on band 5 GHz.

Additional information listed below:

Failure Timeline |5 | Client Insights [ | SIS E A Recommendation ->

Scope of Impact

M Failure 1 success

Mist_loT
Live-Demo-NAC
Minis-Demo
NAC-demo-1hr

NAC-demo-loT-PSK

Client Insights

You can click Client Insights to view all the events associated with the client. You can click the
authorization failure event to see the reason for the failure as shown in the following example.

Anonymous

Live-Demo

12:00 AM Apr 1-11:04 PM Apr 1
iz ) GaoR e fEoofn EL froFn )
[] Total Bytes Data Rate

2.7 10 2 6 8 |6 23 12 12 4 49

i

Client Events  118Total 0Good 61 Neutral 57Bad

AP LD_APEng Protocol 802.11ax
AP Deauthentication LD_APEng £:10:57.107 PM 2024
Authorization LD_APENg 8:10:57.102 PM Apr 1, 2024 MAC Address. 2a:e4:¢9:91:1b:59 Number of Streams 2
Failure®
Last Association 81 sec ago Band 5GHz
AP Deauthentication LD_RS_Support £:10:19.291 PM Apr 1, 2024
Reason 2 Description Reason code 2 "Previous
Authorization LD_RS_Support 810:19.284 PM Apr 1,2024 authentication no longer
Failure' BSSID ac2316:¢3F95 valid" 802.1x Auth Fail(23).
icati M Apr 1,2024
AP Deauthentication LD_Conf2 P ) SR Channel 136
Authorization LD_Conf2 1 PM Apr 1,2024
Auhorizaio X s e Demec T ngpe
Authorization LD_Conf2 7:43:57.644 PM Apr 1,2024
Failure

You can download the dynamic packet capture for a specific event. Here's a sample packet capture:



o0 e Ml 9fca9cca-f09e-11ee-9799-cd3¢c97fc004d.pcap

A m ® o RE | &=

= =
-+
No. Time Source Destination Protocol ' Lengtt Info
1 2024-04-01 20:09:35.938431000 2a:e4:c9:91:1b:59 Mist_fc:3f:95 802.11 112 Authentication, SN=1332, FN=@, Flag
2 2024-04-01 20:09:35.938614000 Mist_fc 195 2a:ed: 91:1b:59 802.11 73 Authentication, SN=@, FN=0, Flags=. ..
3 2024-04-01 20:09:35.940647000 2a:e4:c9:91:1b:59 Mist_fc:3f:95 802.11 277 Reassociation Request, SN=1333, FN=@, Flags= C
4 2024-04-01 20:09:35.948511000 Mist_fc:3f:95 H 191: 1l 802.11 258 Reassociation Response, SN=0, FN=0, Flags=..
5 2024-04-01 20:09:35.953550000 EAP 86 Request, Identity
6 2024-04-01 20:09:36.873954000 ARP 103 Who has 10.220.220.1? Tell 10.220.220.200
7 2024-04-01 20:09:38.962979000 EAP 86 Request, Identity
8 2024-04-01 20:09:44.970594000 EAP 86 Request, Identity
9 2024-04-01 20:09:56.993310000 Mist_fc: EAP 86 Request, Identity
10 2024-04-01 20:10:17.033301000 Mist_fc: EAP 86 Request, Identity
11 2024-04-01 20:10:37.065300000 Mist_fc: EAP 86 Request, Identity
12 2024-04-01 20:10:57.106117000 Mist_fc: 802.11 69 Deauthentication, SN=0, FN=0, Flags=........
Frame 7: 86 bytes on wire (688 bits), 86 bytes captured (688 bits) on interface unknown, id @ 00 00 2b 00 6T 08 00 cO

Radiotap Header v@, Length 43 8a 12 00 00 00 00 00 00
00 00 00 10 18 00 03 00

802.11 radio information ed ¢9 91 1b 59 ac 23 16
IEEE 802.11 QoS Data, Flags: ......F. 95 10 00 05 00 aa aa 03
Logical-Link Control 05 01 57 00 05 01
802.1X Authentication

Version: 802.1X-2004 (2)

Type: EAP Packet (@)

Length: 5
Extensible Authentication Protocol

Code: Request (1)

Id: 87

Length: 5

Type: Identity (1)

O 7 9fcagcea-f09e-11ee-9799-cd3co7fc004d.peap Packets: 12 - Displayed: 12 (100.0%) Profile: Default

Troubleshoot a Device or Site by Using APlIs

SUMMARY

You can use the troubleshoot API to troubleshoot devices and sites from an external portal.

Devices that you can troubleshoot include clients (wired and wireless), access points (APs), switches, and
WAN Edges. You can also use the APIs to troubleshoot sites for wired, wireless, and WAN issues.

To use the Marvis APIs, you must have:

e A valid observer API token.

e Marvis subscription at the organization level.

e MAC address of the device (if you want to troubleshoot a device)
e Site ID or site name (if you want to troubleshoot a site)

Here are the details of the API queries:



e To troubleshoot a device:
GET /api/v1/orgs/:org_id/troubleshoot?mac=:device_mac

If you know the hostname or username of the device, use the search API (/clients/search or /devices/
search) to get the MAC address.

You can also include the site_id option if you want the troubleshoot response to be fetched for a
device in a specific site. Include the start and end options if you want the troubleshoot response for a
specific duration.

¢ To troubleshoot a site:
GET /api/v1/orgs/:org_id/troubleshoot?site_id=:siteid

You can also include the type option if you want the troubleshoot response to be fetched for a
specific network issue—wired, WAN, or wireless. Note that the default type is wireless. If you have
only a WAN or wired deployment, then ensure that you specify the type. Include the start and end
options if you want the troubleshoot response for a specific duration.

The API query fetches a text-based response containing the problem category, reason, description, and
recommendation (if applicable). Here are some sample results:

e Troubleshoot a device (wireless client)

https://api.mist.com/api/v1/orgs/9777c1a0-6ef6-11e6-8bbf-02e208b2d34f/troubleshoot?
mac=50::XX:XX:XX:c2

< c (1: api.mist.com/api/vl/orgs/9777¢1a0-6ef6-11e6-8bbf-02e208b2d34f/troubleshoot?mac=50: €2 Q Q) [CEEn] a

J Subscription Cha. O e

Django REST framework kswamy@mistsys.com

Create Org | Get Update Delete Org / Get Troubleshoot

Get Troubleshoot [ ovrons Jf cer -

GET /api/v1/orgs/9777clad-6ef6-11e6-8bbf-02e208b2d34f/troubleshoot 7mac=5¢ 2

HTTP 200 OK

Allow: OPTIONS, GET
Content-Type: application/json
Vary: Accept

“results”

“category": "Client"

“reason": “Sticky Client"

“text": “The client exhibited sticky behavior. Client experienced poor roaming 72% of the time."
“site_id": "978c4Be6-6ef6-11e6-8bbf-82e208b2d34f"

“category": "Connectivity"

“reason": “Limited Capacity"

“"text": "Due to wireless interference. Client experienced linited RF capacity 58% of the time."
“site_id": "978cdBe6-6ef6-11e6-8bbi-02e208b2d3d "

"start": 1702264184
"end": 1702350584

e Troubleshoot a device (wired client)



https://api.mist.com/api/v1/orgs/9777c1a0-6ef6-11e6-8bbf-02e208b2d34f/troubleshoot?
mac=3c0CXX:XX:xX:46

« c G: api.mist i 7761 16-11e6-8bbf: 6 Q f}) o0 o0
¥ subscription Cha... 3 Al Bookm
Django REST framew

kswamy@mistsys.com

Create Org / Get Update Delete Org / Get Troubleshoot

Get Troubleshoot

GET /api/vl/orgs/9777c1a®-6ef6-11e6-8bbf-02e208b2d34f/t roubleshoot 7mac=3:

HTTP 200 0K
Allow: OPTIONS, GET

Content-Type: application/jsen
Vary: Accept

"results"

“category": “Connectivity"
“reason”: “Latency"
"text"

“"Due to high latency on interfaces(s). The switch ld-cup-idf-bb experienced high latency on ge-8/8/17. Longest consecutive latency was e
“site_id": “978c48e6-6ef6-11e6-8bbf-02e208b2d34 "

"start": 1702264366,
"end": 1702350766

Troubleshoot a site (wireless)

https://api.mist.com/api/v1/orgs/9777c1a0-6ef6-11e6-8bbf-02e208b2d34f/troubleshoot?
site_id=978c48e6-6ef6-11e6-8bbf-02e208b2d34f

€ [¢]

2 api.mist.com/apifv1/orgs/9777c1a0-Bef6-11e6-8bbf: ite_id=978c48e6-6ef6-11e6-8bbf-02e208b2d34f

ax)0 0 00
J Subscription Cha.

D All Bookm:

kswamy@mistsys.com

Create Org /| Get Update Delete Org ~ Get Troubleshoot

Get Troubleshoot D ER

GET /api/v1/0rgs/9777clad-6ef6-11e6-8bbf-02e208b2d34f/troubleshoot ?site_id=978c48e6-6ef6-11e6-8bbf-02e208b2d34f

HTTP 200 0K

Allow: OPTIONS, GET
Content-Type: application/json
Vary: Accept

"results"

“category": "Connectivity"

“reason": "Wifi Interference"

“text": "Clients in the site experienced limited RF capacity 66% of the time. Most of the failures occurred on AP LD_DataScience and SSID Live_dt
“recomnendation: "1. Make use of radio management for automatic channel, power allocation. 2. Lower the minimum power configured in radio manage
“site_id": “978c48e6-6ef6-11e6-8bbf-02e208b2d341"

"start": 1702264527
“end": 1702350927

Troubleshoot a site (wired)

https://api.mist.com/api/v1/orgs/9777c1a0-6ef6-11e6-8bbf-02e208b2d34f/troubleshoot?
site_id=978c48e6-6ef6-11e6-8bbf-02e208b2d34f&type=wired
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<« e (== apimist.comjapifvijorgs/9777c1a0-6ef6-11e6-8bbf 16-11e6-8bbf @ 71-) 0O o0

J Ssubscription Cha... [ All Bookmarks

kswamy@mistsys.com

Create Org / Get Update Delete Org / Get Troubleshoot

Get Troubleshoot ED EE

GET /api/v1/orgs/9777clad-6ef6-11e6-8bbf-02e208b2d34f/troubleshoot?site_id=978c4Be6-6ef6-11e6-Bbbf-02e208b2d34 5t ype-wired

HTTP 200 0K
Allow: GET, OPTIONS
Content-Type: application/json
Vary: Accept

“results"
“category”: "Client"
“reason": "Authentication"

“text": "Switches in the site experienced authentication failures 33% of time Most of the failures occurred on vlan NA and switch ld-cup=idf-d-de
“"site_id": "978c48e6-6ef6-11e6-8bbf-02e208b2d34f"

"start": 1702264690,
“end": 1762351090

e Troubleshoot a site (WAN)

https://api.mist.com/api/v1/orgs/9777c1a0-6ef6-11e6-8bbf-02e208b2d34f/troubleshoot?
site_id=978c48e6-6ef6-11e6-8bbf-02e208b2d34f&type=wan

&« <] (1; api.mist. ifv1forgs/9777 16-1 bbf. ite_id=9' i bbf: Q ﬁ') OO ot

4 Subscription Cha... 3 AllBo

kswamy@mistsys.com

Create Org / Get Update Delete Org ~ Get Troubleshoot

Get Troubleshoot B CE

GET /api/v1/orgs/9777c1ad-6ef6-11e6-8bbf-82e208b2d34f /troubleshoot ?site_id=078c4Be6-6ef6-11e6-Bbbf-82e20Bb2d34 1 type-wan

HTTP 200 0K

Allow: GET, OPTIONS
Content-Type: application/json
vary: Accept

“results"
“category": "Device Health"
“reason”: “Gateway Disconnect”

"text": “Gateways in the site were disconnected from cloud for a total 24% of time Most of the failures occurred on gateway SSR-Test device and ¢
“"site_id": "978c48e6-6ef6-11e6-8bbf-02e208b2d341"

“start": 1702264744
“end": 1702351144

To view the API documentation, see the Mist API| Reference. For more information on troubleshooting
using Marvis, see Troubleshoot Org.


https://www.juniper.net/documentation/us/en/software/mist/api/http/getting-started/how-to-get-started
https://www.juniper.net/documentation/us/en/software/mist/api/http/api/orgs/marvis/troubleshoot-org
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