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Al Native Operations Overview

SUMMARY IN THIS SECTION

This topic introduces the benefits of the Al Native What is AlOps? | 2

Operations features in your Juniper Mist™ portal. 10-Minute Troubleshooting Video
Demo | 2

Dashboards | 3
Marvis | 3

If your job involves troubleshooting problems, investigating user complaints, or tracking network
performance, you'll find that all these tasks become easier with the Al-native operations (AlOps)
features in your Juniper Mist portal.

AlOps is embedded into Juniper Mist, enabling your IT operations team to stay on top of and manage all
the complexity of your distributed networks. Mist Al applies big data, analytics, and machine learning
capabilities to intelligently sift through network information to pinpoint events and recognize patterns
that indicate potential issues. Mist Al can also diagnose the root cause of an issue and recommend
action.

These features shorten the time spent on troubleshooting and empower you to take proactive actions to
ensure positive user experiences. No more guessing about the scope of an incident. No more needle-in-
a-haystack searches through log files to identify root causes. No more struggling to reproduce issues so
that you can capture packets.

What is AlOps?

10-Minute Troubleshooting Video Demo

In this demo, you see how you can use the Monitor page, Marvis actions, and the Marvis query language
for troubleshooting.


https://www.youtube.com/watch?v=HT6QLrJXjB8

Dashboards

With the Juniper Mist dashboards, you'll see:

e Success/failure indicators that you can interpret at a glance

e Visualizations that show exactly when and where an issue originated
e Packet captures for every incident

e Root-cause analysis

And even better, you can discover many issues before they have an impact. With the Service Level
Expectations dashboards, you can quickly spot any conditions that don’t meet your expectations. Take
action before incidents occur.

Marvis

If you have a Marvis Virtual Network Assistant subscription, you also get:

e Al-recommended actions to improve network performance and user experiences
e Conversational support with issue identification and troubleshooting

e Robust query language for more structured inquiries

e Proactive identification of potential issues

All YouTube Videos for Juniper Networks


https://mist.wistia.com/embed/iframe/q5o1ljivjz
https://www.youtube.com/user/JuniperNetworks/videos

Explainable Al

SUMMARY IN THIS SECTION

Get familiar with the Al technology behind the Al Technology and Juniper Mist | 4
Juniper Mist™ features. Natural Language Processing | 4

Mutual Information and Juniper Mist SLE
Metrics | 5

Reinforcement Learning and Juniper Mist
Radio Resource Management | 5

Decision Trees and Issue Detection | 6

Al Technology and Juniper Mist

Here's a quick introduction to the Al technology that powers Juniper Mist.

Key concepts:

Mutual Information

Decision Tree

LSTM (Long Short-Term Memory) Networks

Reinforcement Learning

Natural Language Processing

Natural Language Processing (NLP) is used to help power your human language engagements with
Marvis (the Al engine) when asking about network health, troubleshooting, or when taking corrective
actions.


https://www.youtube.com/watch?v=xdnLLG13wo4
https://www.youtube.com/watch?v=aS4rlxX8qc0

Key concepts:

e NLP

e AlOps (Al for IT Operations)
o Tokenization

e Featurization

e Sentence Encoded Vectors
e Embedding Models

o Transfer Learning

Mutual Information and Juniper Mist SLE Metrics

Mutual Information is used to figure out which network features are having the most impact on the
failure or success of your SLE (Service Level Expectation) metrics and services.

Key concepts:
e Mutual Information
e Pearson Correlation

e Entropy

Reinforcement Learning and Juniper Mist Radio Resource Management

Reinforcement Learning is used to intelligently and dynamically optimize RF (Radio Frequency) in real
time for the best Wi-Fi coverage, capacity, and connectivity possible. This is a far superior approach to
the use of manual settings or traditional fixed algorithms and is totally custom on a per site basis.

Key concepts:

e Reinforcement Learning


https://www.youtube.com/watch?v=3b10iODfytg
https://www.youtube.com/watch?v=dLgIB-iPIeo

e Value Function

e Future Rewards

Decision Trees and Issue Detection

Decision Trees are used to identify common network issues like faulty cables, access point and switch
health, and wireless coverage. This is a form of supervised learning and can be used to isolate faults.

Key concepts:

Decision Trees

e Random Forest

e Gradient Boosting
e XGBoost

e Gini Impurity

e Information Gain

‘ All Al Technical White Board YouTube Videos

Requirements
SUMMARY IN THIS SECTION
Your access depends on your role in the Juniper User Role | 7

Mist™ portal and the subscriptions that you've
activated for your organization.

Subscriptions | 7


https://www.youtube.com/watch?v=z2CUbGbeRwo
https://www.youtube.com/@JuniperNetworks/search?query=AI%20Technical%20Whiteboard

User Role

The following user roles can access monitoring information in the Juniper Mist portal:
e Super User

e Network Admin

e Observer

e Helpdesk

e Super Observer

NOTE: For information about configuring user roles, see the Juniper Mist Management Guide.

Subscriptions

Your subscriptions determine the features that are available to you in the Juniper Mist portal.
e Base Subscription—With the base subscription, you can:

e View Al-native insights and easy-to-interpret graphs for site events, client events, AP events, and
more.

e Configure alerts to get notified when events happen in your Juniper Mist organization.

e With a subscription for Wireless Assurance, Wired Assurance, or WAN Assurance, you can
monitor service levels and investigate issues impacting user experiences.

e Marvis Virtual Network Assistant Subscription—With a Marvis Virtual Network Assistant
subscription, you can:

e Chat with your conversational network assistant to ask questions and troubleshoot issues.
e Submit structured queries using Marvis Query Language.

e View the Marvis Actions page, which identifies issues, presents a root cause analysis, and
recommends actions.

e Use the Marvis Windows and Android client.

e Integrate Juniper Mist with apps such as Microsoft Teams, ChatGPT, Zoom, and more.


https://www.juniper.net/documentation/us/en/software/mist/mist-management/index.html
https://www.juniper.net/us/en/products/cloud-services/virtual-network-assistant.html

‘ Requirements | 6

AlOps in Action

SUMMARY IN THIS SECTION

To gain a deeper understanding of Al-native Scenario 1: Troubleshooting with Marvis
operations, watch how an operations engineer, Queries | 8

Francois, troubleshoots user issues. Compare

Scenario 2: Troubleshooting with Service
different approaches including the Marvis Level Expectations (SLEs) | 9

conversational assistant and the Service Level
Expectations (SLE) dashboard. See where to go for
technical details, audit logs, and dynamic packet
captures.

Scenario 1: Troubleshooting with Marvis Queries

In this scenario, Francgois uses Marvis queries for help with troubleshooting.

e Often, you can get the information you need with only a basic query.

e Optionally, you can make a few extra clicks to view more details.

e If more questions come to mind while you're troubleshooting, you can refine the query.

¢ If you want more technical information, you can easily navigate to other Juniper Mist pages to

investigate further.

Entering a Basic Query

To get started, Francois enters a basic query. Marvis provides fact-based, action-oriented answers in
plain English. Francois quickly gets the insights that he needs to address the issue.


https://mist.wistia.com/embed/iframe/ghwccydog1

Viewing More Details

Continuing this scenario, Francois clicks the Investigate button to learn more.

Refining Your Query

Francois refines the query to focus on a specific timeframe.

Investigating Further

Now Francois is curious to see more technical information. He easily navigates to other Juniper Mist
pages to investigate client events, WAN edge performance, audit logs, and more.

Scenario 2: Troubleshooting with Service Level Expectations (SLEs)

In this scenario, Francois uses Service Level Expectations (SLEs) to get a quick snapshot of all issues
affecting user experience and to explore the root causes of these issues.

e Use the SLE dashboard to see how your organization is performing against various success factors.
View the Root Cause Analysis for current issues.

¢ Go to the Client Events page for deeper insights. Download a dynamic packet capture to learn more.

¢ Investigate further by viewing the technical details for network devices and by checking the audit
logs.

Viewing the SLEs and Root Cause Analysis

Francois gets started by going to the SLE dashboard and viewing the Root Cause Analysis for current
issues.


https://mist.wistia.com/embed/iframe/c6hkxhtwq5
https://mist.wistia.com/embed/iframe/v4zxi4jg93
https://mist.wistia.com/embed/iframe/ms54fgp9s0
https://mist.wistia.com/embed/iframe/3i64gaziy7

Getting Deeper Insights

Now Francois wants to see technical information about client events. Here, he also sees that a dynamic
packet capture is available to download.

Using Dynamic Packet Captures

Francois opens the packet capture in Wireshark and analyzes the data.

Investigating Further

Francois views technical details for the DHCP server (the WAN Edge) and explores the audit logs.

Explore Further

SUMMARY

Explore additional information to understand the full scope of features available to you through the
Monitor and Marvis menus in the Juniper Mist™ portal.

e Service Levels—To get started with Service Levels, see:
o '"Insights Overview" on page 12
e "Service Level Expectations (SLE)" on page O
o Alerts—To get started with Alerts, see: "Alerts Overview" on page 67

e Marvis—To get started with Marvis, see: "Marvis Virtual Network Assistant Overview" on page 85


https://mist.wistia.com/embed/iframe/vgy97c90uy
https://mist.wistia.com/embed/iframe/t239nxft1i
https://mist.wistia.com/embed/iframe/qjid5kq5r5
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Insights Overview

SUMMARY IN THIS SECTION
Get familiar with the major features of the Insights What Data Are Used for Insights? | 12
dashboard.

Finding the Insights Dashboard | 13
Selecting the Context and Time Period | 13
Refresh Button | 14

Map Image | 14

Insights Timeline | 15

Using the Insights Dashboard | 15

The Insights page provides useful information about current conditions. Use this information to correct
issues, make changes, and ensure a good network experience for your users.

What Data Are Used for Insights?

e Telemetry data from:
e Juniper wired switches
e Edge devices supported by Juniper Mist WAN Assurance
e Juniper Mist Edge device
¢ Time to connect data from wireless clients
e Coverage, roaming, and throughput data from access points
e Throughput data for network applications.
e Dwell time and other location data from Bluetooth Low Energy (BLE) tags

Use these insights to correct issues, make changes, and ensure a good network experience for your
users.



I Finding the Insights Dashboard

To view the Insights dashboard, select Monitor > Service Levels from the left menu. Then click the
Insights button at the top of the Monitor page.

M O n |tO r Wireless | Wired | WAN Live-Demo + Today ~

I Selecting the Context and Time Period

At the top of the Monitor page, click the Site drop-down arrow to see the context options. You can
select an entire site or a single device or client.

Live-Demo ~ Today =
Site | | a
Access Point
10.Richmond_Hill -~
Client Alaska
switch AWS-East Branch
WAN Edge AWS-hub-central
Wired Client Azure-hub-east
Mist Edge Boston
Cellular Edge Chacarita
Dallas
DG24768
10T Site
LAB: Test site
Live-Demo
Mist WA Lab (EVE-NG) —

Click the Today drop-down menu to select a time period, such the last 60 minutes, the last 7 days, or a

date range.
Today ~
Last 60 Min I Today
Last 24 Hr Yesterday
Last 7 Days This Week

Custom Date Custom Range



NOTE: The Monitor page displays data as recent as the past 60 minutes or as far back as the last
7 days. If you purchase a Premium Analytics subscription, you can access up to 3 years' worth of
wireless network insights and other data. To access the information available through your
Premium Analytics subscription, select Analytics > Premium Analytics from the left menu.

I Refresh Button

To see the latest available data, click the Refresh button at the top-right corner of the Insights page.

site Live-Demo v Today ~ QU

I Map Image
The image at the top of the page represents the physical location of the selected site or device
(depending on the selected context).
e If you selected a site, the map shows the geographic location of the site.

e |If you selected an access point, the map shows the AP on the site floorplan.

NOTE: If you have not set up a floorplan for your site, the map will be blank. You'll see a grey
block with the site name overlayed in white text.

14



15

Insights Timeline

Directly below the map, the timeline shows the data rate across the selected time period. You can drag
your mouse across the graph to select a time period to zoom in on. Other sections of the dashboard
refresh to show the data for the zoomed-in area of the timeline.

Monitor | wireess Live-Demo v Last 7 Days v

Live-Demo

Access Points Associated Clients Mbps

15 49 1.86

12:00 AM Feb 2-1:41 PM Feb 9 (drag an area of incerest to Zoom in) Site Events

53 Fend
tal Bytes

e DTSRl

2

1:00 PM - 2:00 PM Feb 9: 838.1 MB, 1.86 Mbps

il

Site Events 15

»

DHCP server is not responding to requests
Feb 9, 2024 9:40 AN DHCP servers are not responding to requests. 1 device is impacted by the outage.

Start: Feb 9, 2024 9:40 AM | End: ongoing.

Unresolved Unacknc ed Details

I DHCP server is not responding to requests
I DHCP server is not responding to requests

DHCP server is not responding to requests

NOTE: The timeline selection doesn't affect the Current Values section of the dashboard. This
section always shows current data.

Using the Insights Dashboard

For help using the various sections of the Insights dashboard, explore the other topics in this chapter.
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Insights: Site Events

SUMMARY IN THIS SECTION
Investigate issues affecting site-assigned APs and ®  Selecting the Site Event Types | 17
RADIUS, DHCP, and DNS servers. ®  Viewing Additional Information | 17

You can use the Insights dashboard to view Site Events.

NOTE: To find the Insights dashboard, select Monitor > Service Levels from the left menu, and
then click the Insights button. To get started with the Insights dashboard, see "Insights Overview"
on page 12.

Site Events appears on the Insights dashboard when a site or access point is selected from the context
menu at the top of the Monitor page.

Live-Demo = Today ~
Site | | a
Access Point
10.Richmond_Hill -~
client Alaska
switeh AWS-East-Branch
WAN Edge AWS-hub-central
Wired Client Azure-hub-east
Mist Edge Boston
Cellular Edge Chacarita
Dallas
DG24768
10T Site

LAB: Test site

Live-Demo

Mist WA Lab (EVE-NG)



Selecting the Site Event Types

To select the events to include, click the settings button at the top-right corner of the Site Events
section.

Site Events

In the Site Filter pop-up window, select or clear the check boxes to show or hide the events based on
their status: Resolved or Acknowledged.

Show Resolved Events %

Show Acknowledged Events

Viewing Additional Information

The Site Events list provides access to more information. Click an event to see a summary on the right
side of the page, as shown in the following example.

Site Events

l MCM_AP_33_Nishant Reboot at 2:56:34 AM on 01/11/2024

AP MCM_AP_33_Nishant Reboot

tart: Jan 11, 2024 2:56 AM | End: Jan 11, 2024 2:57 AM

Resolvec

The summary includes these features:

o Device Link—For events involving APs, the device name appears in the summary with a hyperlink.
Click the link to go to the Access Points page.

e Details Link—Click Details to view full event details. The Events page lists the impacted devices and
the contributing events. For certain events, an impact map might be available as well.

Here's an example of the event details page for a DHCP server event.



DHCP is Unresponsive Unresolved

DHCP servers are not responding to requests. 1 device is impacted by the outage

Start: Jan 9, 2024 9:42 AM | End: ongoing

Automatic Actions Performed:

Contributing Events

Impacted Devices

Device A

-
I rZds

Insights: Client Events

SUMMARY IN THIS SECTION

Investigate issues affecting wireless clients, such as Selecting the Client Event Types | 19

cell phanes and laptop computers. Viewing Additional Information | 23

You can use the Insights dashboard to view Client Events.

NOTE: To find the Insights dashboard, select Monitor > Service Levels from the left menu, and
then click the Insights button. To get started with the Insights dashboard, see "Insights Overview"
on page 12.

Client Events appears on the Insights dashboard when a site, AP, or client is selected from the context
menu at the top of the Monitor page.



Live-Demo ~ Today ~
site | earch by Site Name or Site Grou Q
Access Point
10.Richmond_Hill s
Client Alaska
Switch AWS-East Branch
WAN Edge AWS-hub-central
Wired Client Azure-hub-east
Mist Edge Boston
Cellular Edge Chacarita
Dallas
DG24768
loT Site
LAB: Test site
Live-Demo
Mist WA Lab (EVE-NG) =

Selecting the Client Event Types

To select the event types to include, click the settings button at the top-right corner of the Client Events
section.

Client Events  100Total 83Good 14 Neutral 3Bad =]

Failure @

I Authorization mist2s-mac-mini

Client mist2s-mac-mini AP SaltLakeNet

In the Event Filter pop-up window, select or clear the check boxes to show or hide the events. Click OK
to save your settings.



Event Filter
Y s |

Event Groups:

All Events

@ Connactivity Impacting
Fast Roaming
B Mist Access Azsurance (MAC)

Events:
[ @ 4 posivve Events

1191 Association

@ 111 FBT Success

& 17r Reassooiation

1ir Roam

B Association

® Authentication

@ Authorization & Assaciarion

M Authorization & Reassociation
Client joined Call

® Chent Left Call

B DHCP Success:

DHCPYE Success

DING Suctess

M Gateway ARF Success

MAC Auth Success

B NAC Jient Access Allowed

M NAC Oient Certificate Validation
Success

M MNAC IDP Authentication Success
NAC IDP Group LookuUp Suocess
8 NACIDP User Lookup Success
B NAC Server Certificate
Validatan Success

B OKC Reassodiation

OKC Foam

B PMKC Assaciation

PMEKC Reazsociation

Portal Auth SUCCess

@ Portal Redirection In Progress
B Reassociation

Connection Setup
Raaming Failuras
@ Assoozbon Faluras

3 Client Call Events

| 8 4 Newrral Everns

l 802,11 Auth Denled
[ @ 2P Deauthentication

I | Exclude Client inactivity
l Client Deauthentication
I B Client Roamed Away
|| @ oHeP inferm Timed Out
| & oisassociation

I | Exclude Ciient Leaving BSS
I B Local Support Page
[ & Porui Redirection Processed
I B 5A Query Timad Out

@ Conmection Failures
Sl Roaming
B Captive Portal Access

1 8 iinegative Events

11r Auth Failure

@ 170 FET Failure

11r Key Lookup Fallure
Alrwatch Failure: Not Envolled
& ARF Timed Qut

@ Aszociation Fallure
Authorization Failure

M Bad IP Assigned
Blaocked: Palicy Lookup Fatiure
@ Blocked: Repeated
Autharization Fallure

Blocked: Static DNS Address
B Blocked: Static IF Address
Client Dusconnacted From Call
DHCP Denied

B DHCP Terminated

DHCF Timed Out

DHCPVE Denied

B DHCPYE Terminated

DHCPYE Timed Ciut

8 DNS Failure

B3 Excessive ARPing

Gareway ARF Timeowr

B Gateway Spoofing

M MAC Auth Failure

NAC Client Access Denied

B WAL Client Certificate Expired
MAC Client Certificare Validaoen
Failura

B MAC IDP Admin Config Failure
MNAC IDP Authentication Failure
B NAC IDP Group Leokup Failure
B NAL IDF Lookup Failure

MAC IDF Unkmown

@ NAC IDP Unreachable

MAL I0F User Lookup Fatlure
@ NAC Server Certificate
Validation Failure

OKC Auth Fallure

B Portal Auth Failure

M Radius DAS Notfy

B SAE Auth Failurs

ok | | cancel

20



Table 1: Client Event Types

Positive Client Events

e 11r Association

e 11r FBT Success

e 11r Reassociation

e 11r Roam

e Association

e Authentication

e Authorization & Association
e Authorization & Reassociation
e C(lient Joined Call

e C(lient Left Call

e DHCP Success

e DHCPv6 Success

e DNS Success

e Gateway ARP Success

e MAC Auth Success

e NAC Client Access Allowed

o NAC Client Certificate
Validation Success

o NAC IDP Authentication
Success

e NAC IDP Group Lookup Success
o NAC IDP User Lookup Success

o NAC MDM Lookup Success

Neutral Client Events

802.11 Auth Denied
e AP Deauthentication
e Exclude Client Inactivity
e Client Deauthentication
e Client Roamed Away
e DHCP Inform Timed Out
e Disassociation
e Exclude Client Leaving BSS
e local Support Page
e Portal Redirection Processed

e SA Query Timed Out

Negative Client Events

e 11r Auth Failure

e 11r FBT Failure

e 11r Key Lookup Failure

e AirWatch Failure: Not Enrolled
e ARP Timed Out

e Association Failure

e Authorization Failure

e Bad IP Assigned

e Blocked: Policy Lookup Failure

e Blocked: Repeated
Authorization Failure

e Blocked: Static DNS Address
e Blocked: Static IP Address

e Client Disconnected From Call
e DHCP Denied

e DHCP Terminated

e DHCP Timed Out

e DHCPv6 Denied

e DHCPv6 Terminated

e DHCPv6 Timed Out

e DNS Failure

e Excessive ARPing



Table 1: Client Event Types (Continued)

Positive Client Events

o NAC Server Certificate
Validation Success

e OKC Association

e OKC Reassociation

e OKC Roam

e PMKC Association

e PMKC Reassociation

e Portal Auth Success

e Portal Redirection In Progress

e Reassociation

Neutral Client Events

Negative Client Events

o Gateway ARP Timeout

e Gateway Spoofing

e MAC Auth Failure

e NAC Client Access Denied

o NAC Client Certificate Expired

o NAC Client Certificate
Validation Failure

o NAC IDP Admin Config Failure
e NAC IDP Authentication Failure
o NAC IDP Group Lookup Failure
e NAC IDP Lookup Failure

e NAC IDP Unknown

e NAC IDP Unreachable

e NAC IDP User Lookup Failure

o NAC MDM Lookup Failure

o NAC Server Certificate
Validation Failure

e OKC Auth Failure
e Portal Auth Failure
e Radius DAS Notify

e SAE Auth Failure



Viewing Additional Information

The Client Events list provides access to more information. Click an event to see a summary on the right
side of the page, as shown in the following example.

Client Events  100Total 83Good 14 Neutral 3Bad

Authorization

Failure (!

AP Deauthentication Unkno 4 Download Packet Capture

The summary includes these features:

e Client and AP Hyperlinks—Click a hyperlink to view more information. If you click the Client
hyperlink, the Insights page will reload, showing only the events for that client. If you click the AP
link, you'll go to the Access Points page for the selected AP.

e Packet Capture—Juniper APs have a built-in packet buffer. For certain events such as authorization
failures, Juniper Mist keeps the buffer information and makes it available as a dynamic packet
capture. Click Download Packet Capture to save the file. You can then open the file and analyze the
details.

Insights: Applications

SUMMARY

Investigate issues affecting applications.

You can use the Insights dashboard to view information about issues affecting applications.



NOTE: To find the Insights dashboard, select Monitor > Service Levels from the left menu, and
then click the Insights button.

The Applications block appears on the Insights dashboard when a site, access point, client, or WAN Edge
is selected from the context menu at the top of the Monitor page.

Live-Demo ~ Today =
Site | | a
Access Point
10.Richmond_Hill -~
client Alaska
switch AWS-East Branch
WAN Edge AWS-hub-central
Wired Client Azure-hub-east
Mist Edge Boston
Cellular Edge Chacarita
Dallas
DG24768
10T Site
LAB: Test site
Live-Demo
Mist WA Lab (EVE-NG) =

As shown in this example, you'll see the name of each application along with details about the bytes
sent and received, and the number of clients for each application.

Applications

App name Total Bytes ¥ Percent Bytes Number of clients RX Bytes T Byres

To view more information, click the number of clients. In the pop-up window, you'll see the name, MAC
address, and other details for each client.



Insights: Meetings

SUMMARY IN THIS SECTION

Use the Insights dashboard to view information Context | 25
about Zoom and Microsoft Teams meetings. Meeting Insights | 26
Meeting Details | 27

Shapley Feature Ranking Example | 28

NOTE:

e This feature is in Beta release.

¢ To find the Insights dashboard, select Monitor > Service Levels from the left menu, and then
click the Insights button. To get started with the Insights dashboard, see "Insights Overview"
on page 12.

Context

Meeting Insights and Meeting Details appear on the Insights dashboard when a client is selected from
the context menu at the top of the Monitor page.



Live-Demo ~ Today ~
Site | | a
Access Point
10.Richmond_Hill s
client Alaska
Switch AWS-East-Branch
WAN Edge AWS-hub-central
Wired Client Azure-hub-east
Mist Edge Boston
Cellular Edge Chacarita
Dallas
DG24768
loT Site
LAB: Test site
Live-Demo
Mist WA Lab (EVE-NG) =

NOTE: You also can view Meeting Insights (but not Meeting Details) when a site is selected as
the context.

I Meeting Insights

This section shows graphs for latency, packet loss, jitter, call metrics, CPU usage, and feedback.

If you hover your mouse over a point on a graph, details appear in a pop-up message or in a line of text
below the graph (depending on the type of graph).

The graphs are synchronized so that all graphs show the details for the selected point. In the example
below, the mouse pointer is hovering over a point on the Packet Loss graph. All graphs show details for
that same point.
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Meeting Insights | @ zoom ~ | [BEA Last Sync: Feb 20,2024 10:00 AM  Vies

H Latengy

audio-out rideo-in video-out audic-out video-in video-out screenshare-in  screenshare-out -
— Humber
— Number
audio-in audio-out video-in video-out screenshare-in  scr - Users. -~
52 CPU Usage
1 'M-10 I\ 1 PM- 00 PM: no data
Higl 2 ood

Meeting Details

Meeting Details appears only when a client is selected as the context.

NOTE: If you're viewing Meeting Insights with a site as the context, you can go to the Client
Insights page by clicking the View Clients link.

Meeting Insights @ zeom - | (B Last Sync: Feb 20, 2024 10:00 AM |\

After you select a client, the Insights page reloads with that client as the context. You can then
scroll down to see the Meeting Insights and Meeting Details for the selected client.

Details include the meeting ID, join and leave time, and quality ratings for audio, video, and screenshare.

Meeting Details | allveetings  ~ | [BETA Q 1707
Action Application Meeting ID Join Time ¥ Leave Time Duration  Audio Quality Video Quality Screen Share Quality User Feedback
Zoom 92225253550 Feb 15, 2024 9:32 PM 9m Good (Mos:4-5) Good (Mos:4-5) Not Applicable *
-~ Zoom 93180504587 Feb 15, 2024 9:20 PM 11im Good (Mos:4-5) Good (Mos:4-5) Not Applicable
-~ Zoom 93180504587 Feb 15, 2024 9:09 PM 11m Good (Mos:4-5) Good (Mos:4-5) Not Applicable *
Zoom 97822810192 Feb 15, 2024 8:53 PM em Go Good (Mos:4-5) Not Applicable
Zoom 97822810192 Feb 15, 2024 8:49 PM 4am Go Good (Mos:4-5) Not Applicable *
Zoom 96152404145 Feb 15, 2024 8:38 PM 9m Good (Mos:4-5) Good (Mos:4-5) Not Applicable *

Zoom 95803666567 Feb 15, 2024 8:20 PM Feb 15, 2024 8:29 PM Im Good (Mos:4-5) Good (Mos:4-5) Not Applicable
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In the Actions column, you can:

e Troubleshoot—If you have a Marvis subscription, you can click the ellipsis button to get
troubleshooting help from the Marvis Conversational Assistant.

e View the Shapley Feature Ranking—A carat ~ icon appears if a user reports a bad experience. Click
the ~ icon to view the Shapley Feature Ranking.

Shapley Feature Ranking Example

This example shows how you can use Shapley feature ranking to discover the root causes of poor user
experiences. In this example, WAN has the largest latency as compared to Client or Wireless.

X

Shap|ey Feature Ranking Audio In  Audio Out VideoIn Video OUt | Jan 10 11:32 PM

Audio In Latency Feature Ranking O show All
Client v ] +314
Wireless v : +37.0
WAN v +187.7

You can click the down-arrow to expand the WAN section, as shown below. Now you can see which
factors contributed to the high latency for WAN. The Site WAN Download Capacity was the major
issue.

WAN A +187.7

| +32

+2.4
] +3.6

+0.0

+241.1




Insights: Network Servers

SUMMARY

Investigate issues affecting network servers.

You can use the Insights dashboard to view information about issues affecting network servers,
including RADIUS, DHCP, and DNS servers.

NOTE: To find the Insights dashboard, select Monitor > Service Levels from the left menu, and
then click the Insights button.

Site Events appears on the Insights dashboard when a site is selected from the context menu at the top
of the Monitor page.

Live-Demo = Today ~
Site | | a
Access Point
10.Richmond_Hill -~
Clent Alaska
switch AWS-East-Branch1
WAN Edge AWS-hub-central
Wired Client Azure-hub-east
Mist Edge Boston
Cellular Edge Chacarita
Dallas
DG24768
loT Site
LAB: Test site
Live-Demo
Mist WA Lab (EVE-NG) =

Use the tabs at the top of the Network Servers section to select the type of server: RADIUS, DHCP, or
DNS.

As shown in this example, you'll see a list of servers and the number of successful and failed attempts.
Use this information to identify overused servers and servers with a high number of failures. You can
then adjust server allocation to improve user experiences.



Network Servers  ra HCE DNS

Insights: Pre-Connection and Post-Connection

SUMMARY

See pre- and post-connection data to gain insight into network issues.

You can use the Insights dashboard to view pre-connection and post-connection data.

NOTE: To find the Insights dashboard, select Monitor > Service Levels from the left menu, and
then click the Insights button.

The Pre- and Post-connection blocks both appear on the Insights dashboard when a site or client is
selected from the context menu at the top of the Monitor page. The Post-connection block also appears

when an access point is selected.



Live-Demo
Site
Access Point
Client
Switch
WAN Edge
Wired Client
Mist Edge

Cellular Edge

- Today ~

10.Richmond_Hill
Alaska
AWS-East-Branch1
AWS-hub-central
Azure-hub-east
Boston

Chacarita

Dallas

DG24768

10T Site
LAB: Test site

Live-Demo

Mist WA Lab (EVE-NG)

»

-

As shown in this example, this section of the Insights dashboard presents several graphs.

Pre-connection

Post-connection

T,

These blocks include:

e Pre-Connection—This block includes graphs for DNS latency and DHCP latency. These latency
numbers reflect how quickly a wireless client connects to the wireless network.

e Post-Connection—The first graph shows the associated clients. The other graph shows the number of
bytes transmitted and received. Together these two graphs give you a picture of network attachment
and performance.

If your organization has an active Marvis for Wireless subscription, the post-connection block provides
graphs for Client SNR (Signal-to-Noise Ratio), TX/RX PHY rates, and TX/RX bps. The graphs display
minimum/maximum/average statistics for the connected clients over the selected time period. You can

use these graphs to gain additional insights about a client. Here's an example:
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Post-connection

E3Rssl n

To see more detail, click the pop-out button

(

LT
[ & ]

) in the graph title.

Insights: Current Values

SUMMARY

Get a snapshot of the various elements affecting current user experiences on your network.

You can use the Insights dashboard to view current data for the selected site, client, or device.

NOTE: To find the Insights dashboard, select Monitor > Service Levels from the left menu, and
then click the Insights button.



Current Properties always appear on the Insights dashboard. The context determines which properties
you see. For example, when you select a site from the context menu, you'll see Current Site Properties,
Current WLANSs, and more. When you select a switch, you'll see Current Switch Properties.

Live-Demo ~ Today ~
Site | | Q
Access Point
10.Richmond_Hill s
Client Alaska
Switch AWS-East-Branch'
WAN Edge AWS-hub-central
Wired Client Azure-hub-east
Mist Edge Boston
Cellular Edge Chacarita
Dallas
DG24768
loT Site
LAB: Test site
Live-Demo
Mist WA Lab (EVE-NG) -
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Wireless SLEs Dashboard

SUMMARY IN THIS SECTION
Get started using the wireless service-level Time to Connect SLE | 36
experience (SLE) dashboard to assess the service Wireless Successful Connects SLE | 38

levels for user-impacting factors such as

throughput, signal strength, roaming, and more. Wireless Coverage SLE | 40

Roaming SLE | 41

Wireless Throughput SLE | 43
Wireless Capacity SLE | 45
AP Health SLE | 46

Finding the Wireless SLEs Dashboard

Select Monitor > Service Levels from the left menu, and then click the Wireless button.

1" Juniper Mist™ ’

@ Miaubag [‘v’l O n ‘tor Wired WAN Location Insights 5_|r'|n‘j.f\;-a|e - i_f_')da‘j.' -

NOTE: Your subscriptions determine which buttons appear (for example, you need a Juniper Mist
Wi-Fi Assurance subscription for Wireless SLEs).

Additional Filters for the Wireless SLEs

Above the Wireless SLEs, you'll see the usual buttons to show Success Rate or Values. You'll also see
buttons that allow you to show All WLANSs or Hide Excluded WLANS.



l ] Values [ ] Hide Excluded WLANS

Wireless SLEs Video Deep Dive

Watch this 37-minute video to explore Wireless SLEs in depth.

Using the Wireless SLEs Dashboard

For help interpreting the wireless SLEs and classifiers, explore the other Wireless SLE topics in this
chapter.

Time to Connect SLE
SUMMARY IN THIS SECTION
Use the Time to Connect SLE to assess your users' What Does the Time to Connect SLE
experience connecting to the Internet through your Measure? | 37
wireless network. Classifiers || 37

Time to Connect is one of the wireless Service-Level Expectations (SLEs) that you can track on the
Wireless SLEs dashboard.



https://mist.wistia.com/embed/iframe/zjtwruuuln

NOTE: To find the Wireless SLEs dashboard, select Monitor > Service Levels from the left menu,
and then click the Wireless button.

What Does the Time to Connect SLE Measure?

Time to Connect is the number of seconds that elapse between the point when a client sends an
association packet and the moment when the client can successfully move data.

You can click the Settings button (above the SLE blocks) to set the number of seconds to use as the
success threshold for this SLE.

Customize Service Levels X

Time to Connect
Set target Drag to set service metric target

Time to Connect Goal: 4 seconds
Successful Connects

Coverage

Roaming

Throughput =

Capacity

AP Health =

Classifiers

When the Time to Connect threshold is not met, Juniper Mist sorts the issues into classifiers. The
classifiers appear on the right side of the SLE block. In this example, 86 percent of the issues were
attributed to Association and 14 percent to DHCP. (See the classifier descriptions below the example.)

e Authorization—The time to go past the authentication state was more than 2 sigma from the average
authentication latency for this site.

o Association—The time to go past the association state was more than 2 sigma from the average
association latency for this site.

¢ Internet Services —The time to access external networks was more than 2 sigma from the moving
average for this site.



e DHCP—(DCHP timeouts) The time to connect to Dynamic Host Configuration Protocol (DHCP) was
more than 2 sigma from the average time for fully completed successful connections for this site.

Sub-Classifiers for DHCP:
e Stuck
e Nack

e Unresponsive

Wireless Successful Connects SLE

SUMMARY IN THIS SECTION

Use the Wireless Successful Connects SLE to assess What Does the Wireless Successful
your users' experiences connecting to your wireless Connects SLE Measure? | 38
network. Classifiers | 39

Successful Connects is one of the wireless Service-Level Expectations (SLEs) that you can track on the
Wireless SLEs dashboard.

Successful Connects 02370

ARP

NOTE: To find the Wireless SLEs dashboard, select Monitor > Service Levels from the left menu,
and then click the Wireless button.

What Does the Wireless Successful Connects SLE Measure?

Juniper Mist tracks the success or failure of authorization, association, DHCP, ARP, and DNS attempts.
These connection attempts include initially connecting to the network, roaming from one AP to another,
and ongoing connectivity.

You don't need to set up a threshold for this SLE. It's assumed that you want 100 percent successful
connects.



Classifiers

When connection attempts fail, Juniper Mist sorts the issues into classifiers. The classifiers appear on
the right side of the SLE block. In this example, 92 percent of issues happened during the DHCP
process. Another 7 percent failed during authorization, and 1 percent failed during association. No
issues (0 percent) were attributed to the other classifiers. (See the classifier descriptions below the
example.)

Successful Connects 0270

ARP

o Association—The connection failed during the association process.
¢ Authorization—The connection failed during the authorization process.

e DHCP—The connection failed during the DHCP process (DCHP timeouts).

The DHCP classifier has four sub-classifiers:

Renew Unresponsive

Nack

Incomplete

Discover Unresponsive

o ARP—The client experienced one of these problems:
o ARP failure for the default gateway during the initial connection
o ARP gateway failures after the initial connection or roam

o DNS—The client experienced DNS failures during or after the connection process.



Wireless Coverage SLE

SUMMARY IN THIS SECTION
Use the Wireless Coverage SLE to assess your What Does the Wireless Coverage SLE
users' experiences with signal strength. Measure? | 40

Classifiers | 41

Wireless Coverage is one of the Service-Level Expectations (SLEs) that you can track on the Wireless
SLEs dashboard.

NOTE: To find the Wireless SLEs dashboard, select Monitor > Service Levels from the left menu,
and then click the Wireless button.

What Does the Wireless Coverage SLE Measure?

Juniper Mist tracks active clients' Received Signal Strength Indicator (RSSI), as measured by the access
point. Use this SLE to determine if you have enough access points.

You can click the Settings button to set the RSSI level that you want to use as the success threshold for
this SLE.

Customize Service Levels x

Drag to Coverage
Set target Drag to set service metric target

Time to Connect Goal: -72 dem

Successful Connects

Coverage pars
Roaming =

Throughput =

Capacity =

AP Health =



Classifiers

When the RSSI threshold is not met, Juniper Mist sorts the issues into classifiers. The classifiers appear
on the right side of the SLE block. In this example, 36 percent of issues were attributed to Weak Signal,
1 percent to Asymmetry Downlink, and 63 percent to Asymmetry Uplink. (See the classifier descriptions
below the example.)

Coverage 94% *} netry Downlink
Asymmetry Uplink

96% success

o Weak Signal—Clients received a weak signal due to other factors.

o Asymmetry Downlink—Clients received a weak signal due to asymmetric downlink transmission
strength between the AP and a client device. (The traffic going from the AP to the client is called
downlink traffic.)

¢ Asymmetry Uplink—Clients received a weak signal due to asymmetric uplink strength between the
AP and the client device. (Uplink traffic is the traffic going from the client to the AP, and then to the
Internet.) Asymmetry can occur for various reasons, such as clients being too far from the AP.

Roaming SLE
SUMMARY IN THIS SECTION
Use the Roaming SLE to track successful and What Does the Roaming SLE
unsuccessful roams between access points. Measure? | 42

Classifiers | 42

Roaming is one of the wireless Service-Level Expectations (SLEs) that you can track on the Monitor
page.

ok Y TUAIRY T |

0o

NOTE: To find the Wireless SLEs dashboard, select Monitor > Service Levels from the left menu,
and then click the Wireless button.



What Does the Roaming SLE Measure?

Juniper Mist tracks the percentage of successful roams between access points and assigns a quality
score from 1 to 5. A score of 1 indicates excellent roaming, and a score of 5 indicates poor roaming.

You don't need to set this threshold. It's assumed that you want very good to excellent roaming, so this

threshold is automatically set to 2.

Classifiers

When the roaming threshold is not met, Juniper Mist sorts the issues into classifiers. The classifiers
appear on the right side of the SLE block. In this example, 8 percent of the issues were attributed to
Stability and 92 percent to Signal Quality. (See the classifier descriptions below the example.)

IERIRINE [N

]

e Latency—Roaming time was excessive.
Latency has different sub-classifiers for different roaming options:

e Slow 11r Roams—This classifier applies to fast roaming as defined by 802.11r. The roaming time
exceeded 400 ms.

o Slow Standard Roams—This classifier applies to standard roaming. The roaming time exceeded 2
seconds.

¢ Slow OKC Roams—This classifier applies to clients using RADIUS-based authentication with
Opportunistic Key Caching (OKC). The roaming time exceeded 2 seconds.

e Stability—This classifier tracks the consistency of AP choice and 11r usage during client roams.
Juniper Mist assigns this classifier if a user capable of fast roaming on a fast- roaming enabled SSID
experiences slow roaming for more than 2 seconds. This classifier contains one sub-classifier: Failed
to fast Roam.

¢ Signal Quality—This classifier tracks the RSSI of clients during a roaming event.
e o Interband Roam—This sub-classifier tracks when clients roam between bands.
e Suboptimal Roam—This sub-classifier tracks when clients roam to an AP:
e With more than 6 dBm decrease in RSSI compared to the client's RSSI in the previous AP

e If the RSSI in the new connection is worse than the configured coverage SLE threshold. Note
that the default coverage SLE threshold is 72 dBm.



o Sticky Client—This sub-classifier tracks the events when a client remains connected to an AP even
when more roaming options are available to improve the RSSI by more than 6 dBm.

Wireless Throughput SLE

SUMMARY IN THIS SECTION

Use the Throughput SLE to assess users' What Does the Wireless Throughput SLE
experiences with throughput on your wireless Measure? | 43

network.

Classifiers | 44

Throughput is one of the wireless Service-Level Expectations (SLEs) that you can track on the Wireless
SLEs dashboard.

QQ04 Y
Throughput == *ﬂ 'u
87% success

NOTE: To find the Wireless SLEs dashboard, select Monitor > Service Levels from the left menu,
and then click the Wireless button.

What Does the Wireless Throughput SLE Measure?

Juniper Mist calculates the estimated throughput on a per-client basis for the entire site. This calculation
is done for every client every minute. The estimator considers effects such as AP bandwidth, load,

interference events, the type of wireless device, signal strength, and wired bandwidth, to arrive at the
probabilistic throughput.

You can click the Settings button to set the success threshold for this SLE.



Customize Service Levels X

s to display. Drag to Throughput
Settarget Drag to set service metric target

Time to Connect Goal: 10 Mbps
Successful Connects =

Coverage = G
Roaming

Throughput =

Capacity

AP Health

Classifiers

When the throughput threshold is not met, Juniper Mist sorts the issues into classifiers. The classifiers
appear on the right side of the SLE block. In this example, less than 1 percent of the issues were
attributed to Coverage, and more than 99 percent were due to Capacity. (See the classifier descriptions
below the example.)

[eTe TV Y W WV v
Throughput <=
87% success

e Network Issues—Low throughput is primarily due to the capacity of the wired network.

o Coverage—Low throughput is primarily due to the client’s weak signal strength.

o Device Capability—Low throughput is primarily due to issues with the device capability. For example,
throughput issues can occur if a device only supports 20 MHz wide channels, one spatial stream, or a
lower version of Wi-Fi (802.11 g/802.11 n).

o Capacity—Low throughput is due either to the load on the AP or interference on the channel.
The capacity classifier has four sub-classifiers:
e High Bandwidth Utilization
e Non Wi-Fi Interference
e Excessive Client Load
o Wi-Fi Interference

You can use these sub-classifiers to analyze users and APs below the SLE goal, the timeline of failures
and system changes, and the distribution of failures. You can also analyze related network processes
that these sub-classifiers can influence.



Wireless Capacity SLE

SUMMARY IN THIS SECTION
Use the Wireless Capacity SLE to track user What Does the Capacity SLE
experiences with RF channel capacity (bandwidth) Measure? | 45

on your wireless network. Classifiers | 46

Capacity is one of the wireless Service-Level Expectations (SLEs) that you can track on the Wireless SLEs
dashboard. Understand what's measured by this SLE and what issues can contribute to a low SLE.

Capacity 37%

NOTE: To find the Wireless SLEs dashboard, select Monitor > Service Levels from the left menu,
and then click the Wireless button.

What Does the Capacity SLE Measure?

Juniper Mist monitors the percentage of the total RF channel capacity that is available to clients.

You can click the Settings button to set the success threshold for this SLE. For example, you might want
20 percent of the RF channel capacity (bandwidth) to be available to clients at any time.

Customize Service Levels X

play. Drag to Capacity
Set target Drag to set service metric target

Time to Connect Goal: 20%
Successful Connects =

Coverage =

Roaming

Throughput =

Capacity

AP Health



Classifiers

When the capacity threshold is not met, Juniper Mist sorts the issues into classifiers. The classifiers
appear on the right side of the SLE block. In this example, 99 percent of issues were attributed to Wi-Fi
interference. The remaining issues were due to Non Wi-Fi Interference and Client Usage. (See the
classifier descriptions below the example.)

Capacity 37%

Non-Wi-Fi interference—Low capacity is due to non-wireless interference.

Client Usage—Low capacity is due to a high client load.

Wi-Fi interference—Low capacity is due to wireless interference.

Client Count—Low capacity is due to a high number of attached clients.

AP Health SLE
SUMMARY IN THIS SECTION
Use the AP Health SLE to assess your users' What Does the AP Health SLE
experience with AP availability. Measure? | 47

Classifiers | 47

AP Health is one of the wireless Service-Level Expectations (SLEs) that you can track on the Wireless
SLEs dashboard.

Low Power 0%

AP Disconnected 0%

AP Health
Ethernet >99%

Network <1%

NOTE: To find the Wireless SLEs dashboard, select Monitor > Service Levels from the left menu,
and then click the Wireless button.



What Does the AP Health SLE Measure?

Juniper Mist tracks the percentage of time the APs are operational without rebooting or losing
connectivity to the cloud.

Classifiers

When AP Health is poor, Juniper Mist sorts the issues into classifiers. The classifiers appear on the right
side of the SLE block. In this example, 66 percent of issues were attributed to Low Power, less than 1
percent to AP Disconnected, and 34 percent to Ethernet. (See the classifier descriptions below the
example.)

Low Power 0%

AP Disconnected 0%
AP Health
Ethernet >99%

Network <1%

e Low Power—An AP received insufficient power from its Power over Ethernet (PoE) connection.
¢ AP Disconnected—One of these conditions occurred:
e Switch Down—Multiple APs that were connected to the same switch lost cloud connectivity.
o Site Down—All the APs on the site were unreachable.
e AP Unreachable—An AP lost cloud connectivity.
e AP Reboot—An AP rebooted.
e Ethernet—One of these conditions occurred:

e Speed Mismatch—Juniper Mist detected a speed or duplex mismatch between an upstream
device and an AP.

e Ethernet Errors—Juniper Mist detected cyclic redundancy check (CRC) errors on the Ethernet
interface of the AP.

¢ Network—AP health is degraded by network-related issues due to round-trip time, packet loss, and
Mist Edge tunnel unreachability.

e Latency
o Jitter

e Tunnel Down



Wired SLEs Dashboard

SUMMARY IN THIS SECTION
Get started using the wired service-level experience Wired Throughput SLE | 49
(SLE) dashboard to assess the service levels for Vi S| CommaeSlUE || S0

user-impacting factors such as throughput,

connectivity, and switch health. Switch Health SLE | 53

Switch Bandwidth SLE | 54

Juniper Mist™ cloud continuously collects network telemetry data and uses machine learning to analyze
the end-user experience. You can access this information through the Juniper Mist wired service-level
expectation (SLE) dashboards, which help you assess the network's user experience and resolve any
issues proactively. The wired SLE dashboards show the user experience of the wired clients on your
network at any given point in time. You can use these interactive dashboards to measure and manage
your network proactively by identifying any user pain points before they become too big of an issue.

Finding the Wired SLEs Dashboard

To find the Wired SLEs dashboard, select Monitor > Service Levels from the left menu, and then click the
Wired button.

=i Juniper Mist" e

@ Mugioy [\\,’1 on |to [ | wireless WAN | Location | Insights Sunnyvale Today ~

NOTE: The buttons appear only if you have the required subscriptions. For information about
these requirements, see the Juniper Mist Al-Native Operations Guide.


https://www.juniper.net/documentation/us/en/software/mist/mist-aiops/index.html

Wired Assurance: Day 2 - Wired Service Level Expectations (SLEs) Video
Overview

Using the Wired SLE Dashboard

For a general introduction to SLEs, see "Service Level Expectations (SLE)" on page O

For help interpreting the wired SLEs and classifiers, explore the other Wired SLE topics in this chapter.

Wired Throughput SLE
SUMMARY IN THIS SECTION
Use the Wired Throughput SLE to assess users' What Does the Wired Throughput SLE
experiences with throughput on your wired Measure? | 49
network.

Classifiers | 50

Throughput is one of the Service-Level Expectations (SLEs) that you can track on the wired SLEs
dashboard.

NOTE: To find the Wired SLEs dashboard, select Monitor > Service Levels from the left menu,
and then click the Wired button.

What Does the Wired Throughput SLE Measure?

This SLE represents the ability of wired users to pass traffic without impedance.


https://www.youtube.com/watch?v=XoN5FdXIkMc

Classifiers

When the throughput threshold is not met, Juniper Mist sorts the issues into classifiers. The classifiers
appear on the right side of the SLE block. In this example, less than 1 percent of the issue were
attributed to Congestion Uplink, 19 percent to Interface Anomalies, 1 percent to Storm Control, and 80

percent to Congestion. (See the classifier descriptions below the example.)

o Congestion Uplink—The SLE dashboard shows high congestion uplink when:

One of the neighbors is a switch or a router (known through LLDP).
The port is a Spanning Tree Protocol (STP) root port.

The uplink port has a higher number of transmitted and received packets compared to the other
ports.

Aggregated Links. Congestion can also be caused by aggregated Ethernet links and module ports.

Interface Anomalies—The details for interface anomalies are all obtained from the switch. The

Interface Anomalies classifier contains three sub-classifiers: MTU Mismatch, Cable Issues,
and Negotiation Failed.

MTU Mismatch—As an administrator, you can set an MTU value for each interface. The default
value for Gigabit Ethernet interfaces is 1514 . To support jumbo frames, you must configure an
MTU value of 9216, which is the upper limit for jumbo frames on a routed virtual LAN (VLAN)
interface. It's important to ensure that the MTU value is consistent along the packet's path, as any
MTU mismatch will result in discarded or fragmented packets. In Juniper Networks switches, you
can check for MTU mismatches in the MTU Errors and Input Errors sections of the show interface
extensive command output. Each input error or MTU error contributes to a "bad user minute"
under MTU mismatch.

Cable Issues—This sub-classifier shows the user minutes affected by faulty cables in the network.

Negotiation Failed—Latency on ports can happen due to autonegotiation failure, duplex conflicts,
or user misconfiguration of device settings. Moreover, older devices may fail to achieve maximum
speed and could operate at a slower link speed of 100 Mbps. This sub-classifier identifies and
helps mitigate instances of bad user time caused by these issues.

Storm Control—Storm control allows the device to monitor traffic levels and drop broadcast,

unknown unicast, and multicast packets when they exceed a set threshold or traffic level. This

threshold is known as a storm control level or storm control bandwidth. The default storm control

level is 80 percent of the combined broadcast, multicast, and unknown unicast traffic on all Layer 2
interfaces of Juniper switches. Storm control helps prevent traffic storms, but it can also potentially



throttle applications or client devices. This classifier identifies these conditions and helps users
proactively mitigate throughput issues.

e Congestion—This classifier measures the number of output drops. When packets come into a switch
interface, they are placed in an input queue (buffer). When the buffer becomes full, it will start to
drop packets (TxDrops). We use a formula that takes into account the following ratios to determine if
there is a 'bad user minute' due to congestion:

e TxDrops to TxPackets—Total transmitted bytes dropped to total packets transmitted.
e Txbps to Link speed—Total bytes transmitted per second to link speed.

o RxSpeed to Link speed—Total bytes received per second to link speed.

Wired Successful Connect SLE

SUMMARY IN THIS SECTION

Use the Wired Successful Connect SLE to assess What Does the Wired Successful Connect
clients' experiences connecting to your wired SLE Measure? | 51

network.

Classifiers | 52

Successful Connect is one of the Service-Level Expectations (SLEs) that you can track on the Wired SLEs
dashboard.

NOTE: To find the Wired SLEs dashboard, select Monitor > Service Levels from the left menu,
and then click the Wired button.

What Does the Wired Successful Connect SLE Measure?

Juniper Mist monitors client connection attempts and identifies failures. This SLE helps you to assess the
impact of these failures and to identify the issues to address.



NOTE: This SLE will show data only if you use 802.1X on the wired network to authenticate
clients or if you have DHCP snooping configured.

Classifiers

When connection attempts are unsuccessful, Juniper Mist sorts the issues into classifiers. The classifiers
appear on the right side of the SLE block. In this example, 100 percent of the issues are attributed to
Authentication. (See the classifier descriptions below the example.)

e DHCP—Dynamic Host Configuration Protocol (DHCP) snooping enables the switch to examine the
DHCP packets and keep track of the IP-MAC address binding in the snooping table. This classifier
adds a failure event every time a client connects to a network and fails to reach the ‘bound’ state
within a minute (DCHP timeouts).

NOTE: The SLE dashboard shows DHCP failures only for those switches that have DHCP
snooping configured.

e Authentication—Each time a client authenticates, a client event is generated. These could either be
successful or failed events. This classifier helps you identify issues that caused authentication
failures. Here's a list of possible reasons for an 802.1X authentication failure:

e If a single switch port fails to authenticate, it could be due to a user error or misconfigured port.
e If all switch ports fail to authenticate, it could be because:

e The switch is not added as a NAS client in the RADIUS server.

e A routing issue exists between the switch and the RADIUS server.

o The RADIUS server is down.

e |If all switch ports on all the switches fail to authenticate, it could indicate a temporary failure with
the RADIUS server at that specific moment.

e If a specific type of device, such as a Windows device, fails to authenticate, it may suggest an
issue related to certifications.



Switch Health SLE

SUMMARY IN THIS SECTION

Use the Switch Health SLE to assess switch What Does the Switch Health SLE
performance and to identify user-impacting issues Measure? | 53

with switch reachability, memory, CPU, and more. Classifiers | 53

Switch Health is one of the Service-Level Expectations (SLEs) that you can track on the Wired SLEs
dashboard.

Switch Health >99% Y k

52% success System 12%

NOTE: To find the Wired SLEs dashboard, select Monitor > Service Levels from the left menu of
the Juniper Mist™ portal, and then select the Wired button.

What Does the Switch Health SLE Measure?

Juniper Mist™ monitors your switches' operating temperatures, power consumption, CPU, and memory
usage. Monitoring switch health is crucial because issues such as high CPU usage can directly impact
connected clients. For instance, if CPU utilization spikes to 100 percent, the connected APs may lose
connectivity, affecting the clients' experience.

Classifiers

When the Switch Health threshold is not met, Juniper Mist sorts the issues into classifiers. The
classifiers appear on the right side of the SLE block. In this example, 82 percent of the issues are
attributed to Switch Unreachable and 12 percent to System. (See the classifier descriptions below the
example.)

Switch Health >99% ¥ K

e Switch Unreachable—The switch can't be accessed.

o Capacity



e ARP Table—Usage exceeded 80 percent of the Address Resolution Protocol (ARP) table capacity.
¢ Route Table—Usage exceeded 80 percent of the routing table capacity.
¢ MAC Table—Usage exceeded 80 percent of the MAC table capacity.

¢ Network—You can use this classifier to monitor user minutes when the throughput is lower than
expected due to uplink capacity limitations. It identifies issues based on the round-trip time (RTT)
value of packets sent from the switch to the Mist cloud. The Network classifier has two sub-
classifiers that help you identify these issues:

o WAN Latency—Displays user minutes affected by latency. The latency value is calculated based
on the average value of RTT over a period of time.

o WAN Jitter—Displays user minutes affected by jitter. The jitter value is calculated by comparing
the standard deviation of RTT within a small period (last 5 or 10 minutes) with the overall
deviation of RTT over a longer period (day or week). You can view this information for a particular
switch or site.

o System
o CPU—The CPU usage of the switch is above 90 percent.
¢ Memory—The memory utilization is above 80 percent.

o Temp—The operating temperature of the switch is outside the prescribed threshold range, going
either above the maximum limit or below the minimum requirement.

o Power—The switch is consuming over 90 percent of the available power.

Switch Bandwidth SLE

IN THIS SECTION

What Does the Switch Bandwidth SLE Measure? | 55

Classifiers | 55

Switch Bandwidth is one of the Service-Level Expectations (SLEs) that you can track on the Wired SLEs
dashboard.



Switch Bandwidth

NOTE: To find the Wired SLEs dashboard, select Monitor > Service Levels from the left menu,
and then click the Wired button.

What Does the Switch Bandwidth SLE Measure?

Juniper Mist™ measures the available bandwidth on your network based on the queued packets and
dropped packets for each configured queue. The ratio between total_DropppedPackets and
total_QueuedPackets is used to determine congestion at the interface level. Thee most dropped queue

is also noted in the details for distribution/affected items. This SLE can help you to determine if you
need more wired bandwidth on your site.

You can click the Settings button (above the SLE blocks) to set the percentage to use as the success

threshold for this SLE. The percentage represents the total_DropppedPackets as a portion of
total_QueuedPackets.

Customize Service Levels

Select service metrics to display. Drag to

Distribution
reorder.

100% 65%
Throughput Successful Goal

Successful Connect =
Switch Health

Switch Bandwidth

Classifiers

When the Switch Bandwidth threshold is not met, Juniper Mist sorts the issues into classifiers. The
classifiers appear on the right side of the SLE block. In this example, 33 percent of the issues are

attributed to Congestion and 67% to Bandwidth Headroom. (See the classifier descriptions below the
example.)

Switch Bandwidth

e Congestion—This classifier measures the number of output drops. When packets come into a switch
interface, they are placed in an input queue (buffer). When the buffer becomes full, it will start to

drop packets (TxDrops). We use a formula that takes into account the following ratios to determine if
there are bad user minutes due to congestion:



e TxDrops to TxPackets—Total transmitted bytes dropped to total packets transmitted.
e Txbps to Link speed—Total bytes transmitted per second to link speed.
e RxSpeed to Link speed—Total bytes received per second to link speed.

e Bandwidth Headroom—This classifier is triggered if the bandwidth usage exceeds the threshold for
this SLE.

e Congestion Uplink—The SLE dashboard shows high congestion uplink when:
e One of the neighbors is a switch or a router (known through LLDP).
e The port is a Spanning Tree Protocol (STP) root port.

e The uplink port has a higher number of transmitted and received packets compared to the other
ports.

o There is congestion due to aggregated Ethernet links and module ports.

WAN SLEs Dashboard

SUMMARY IN THIS SECTION

Get started using the WAN Service-Level WAN Edge Health SLE | 58
Experiences (SLEs) dashboard to assess the service WAN Link Health SLE | 59

levels for user-impacting factors such as WAN Edge

health, WAN link health, and application health. WAN Gateway Bandwidth SLE | 61

WAN Application Health SLE | 63

Finding the WAN SLEs Dashboard

To find the WAN SLEs dashboard, select Monitor > Service Levels from the left menu, and then click the
WAN button.

1" Juniper Mist

@ Monitor Wireless | Wired Location | Insights Sunnyvale - Today ~




NOTE: The buttons appear only if you have the required subscriptions. See "Requirements" on
page 6.

Additional Filters for WAN SLEs

Above the WAN SLEs, you'll see the usual buttons to show Success Rate or Values. You'll also see a
button to Show Custom Apps.

In the example below, the button is in the Off position, so all applications are included. Drag the button
to the On position to show only your custom applications.

: Values Show Custom Apps I

Video: WAN Assurance Overview

Using the WAN SLE Dashboard

For a general introduction to SLEs, see "Service Level Expectations (SLE)" on page O

For help interpreting the WAN SLEs and classifiers, explore the other WAN SLE topics in this chapter.

Video: Troubleshoot WAN Issues with SLEs


https://www.youtube.com/watch?v=8KPzqjZmzXs
https://mist.wistia.com/embed/iframe/d9nenvandz

WAN Edge Health SLE

SUMMARY IN THIS SECTION
Use the WAN Edge Health SLE to assess service What Does the WAN Edge Health SLE
levels for your WAN edge devices. Measure? | 58

Classifiers | 58

WAN Edge Health is one of the Service-Level Expectations (SLEs) that you can track on the WAN SLEs
dashboard.

Memary

WAN Edge Disconnect...
0,

WAN Edge Health 100% Power

Temp

Py

NOTE: To find the WAN SLEs dashboard, select Monitor > Service Levels from the left menu, and
then click the WAN button.

What Does the WAN Edge Health SLE Measure?

Juniper Mist monitors the user minutes when the health or performance of the WAN edge device is not
optimal. Suboptimal health lowers the device's ability to pass traffic, thus directly affecting any clients
connected to the device.

Juniper Mist analyzes various factors that affect WAN edge health and assigns a score. You can click the

Settings button to set the success threshold.

Classifiers

When the WAN Edge Health threshold is not met, Juniper Mist sorts the issues into classifiers. The
classifiers appear on the right side of the SLE block. In this example, 100 percent of the issues are
attributed to CPU. (See the classifier descriptions below the example.)




e ¢ Memory—Juniper Mist triggers this classifier when the WAN edge memory utilization is above 80
percent.

o Power—Juniper Mist triggers this classifier when power consumption is above 90 percent of the
available power.

¢ WAN Edge Disconnected—Juniper Mist triggers this classifier when the WAN edge device
disconnects from the Juniper Mist cloud.

o Temp—Juniper Mist triggers this classifier when the operating temperature of the WAN edge
device exceeds the prescribed threshold range, either going above the maximum limit or below
the minimum requirement.

o CPU—Juniper Mist triggers this sub-classifier when the CPU temperature exceeds the
prescribed threshold range.

e Chassis—Juniper Mist triggers this sub-classifier when the chassis temperature exceeds the
prescribed threshold range.

o CPU—Juniper Mist triggers this classifier when the CPU utilization is above 90 percent. When the
CPU utilization spikes on a Juniper WAN edge device, downstream devices can lose their
connectivity. Therefore, clients fail to pass traffic.

e Data Plane—Juniper Mist triggers this sub-classifier when the Data Plane CPU utilization is
above 90 percent.

o Control Plane—Juniper Mist triggers this sub-classifier when control plane CPU utilization is
above 90 percent.

WAN Link Health SLE

SUMMARY IN THIS SECTION
Use the WAN Link Health SLE to assess service What Does the WAN Link Health SLE
levels for your WAN links. Measure? | 60

Classifiers | 60

WAN Link Health is one of the Service-Level Expectations (SLEs) that you can track on the WAN SLEs
dashboard in the Juniper Mist™ portal.



0 Network
WAN Link Health 100%

Interface

NOTE: To find the WAN SLEs dashboard, select Monitor > Service Levels from the left menu, and
then select the WAN button.

What Does the WAN Link Health SLE Measure?

Juniper Mist monitors the user minutes when the WAN link health meets or fails to meet the SLE
threshold. Poor WAN link health lowers the device's ability to pass traffic, thus directly affecting any
clients using that link.

You can click the Settings button to set the success threshold.

Classifiers

When the WAN Link threshold is not met, Juniper Mist sorts the issues into classifiers. The classifiers
appear on the right side of the SLE block. In this example, 100 percent of the issues are attributed to
Network. (See the classifier descriptions below the example.)

MR

o Network—Network issues affected the WAN link.
The Network classifier has three sub-classifiers:

e Latency—WAN link traffic showed latency. Juniper Mist calculates latency by using the average
value of round-trip time (RTT) for traffic over a period of time.

e |PSec Tunnel Down—One of the Overlay IPsec tunnels was down.

o Jitter—The WAN link experienced jitter. Juniper Mist calculates jitter by using the variation
(standard deviation) of RTT within a period of 5 to 10 minutes for a particular WAN link. We
compare the calculated value with the average deviation of RTT over a day or a week.

e Interface—Interface issues affected the WAN link. The Interface classifier has three sub-classifiers:

o Congestion—Congestion affected the WAN link. The Congestion sub-classifier measures the
number of output packet drops. When packets enter an interface, they go in a queue for
buffering. When the buffer becomes full it starts to drop packets (TxDrops).

e Cable Issues—Faulty cables affected the WAN link.



e VPN-—VPN performance issue occurred.

WAN Gateway Bandwidth SLE

SUMMARY IN THIS SECTION

Use the WAN Gateway Bandwidth SLE to track if What Does the WAN Gateway Bandwidth
the gateway bandwidth met or failed to meet the SLE Measure? | 62

threshold.

Classifiers | 62

WAN Gateway Bandwidth is one of the Service-Level Expectations (SLEs) that you can track on the
WAN SLEs dashboard in the Juniper Mist™ portal.

Get familiar with the Service Level Expectations (SLEs) and the SLE dashboard. See "Service Level
Expectations (SLE)" on page O

To find the WAN SLEs dashboard, select Monitor > Service Levels from the left menu, and then click the
WAN button.

Figure 1: Gateway Bandwidth SLE

Gateway Bandwidth e

Root Cause analysis selecta meticto analyze

Gateway Bandwidth

tribution  Affected ltems

Affected Items  specific items that failed to meet the service level

% WAN Edgo Mac Impact  FalureRate

The metric beside the Gateway Bandwidth indicates the percentage of the time the Gateway Bandwidth
was healthy for a given time range. A 100% success rate indicates that there were no failures for that
metric. When the success rate is less than 100%, it signifies that failures occurred on the Site/WAN
Edge corresponding to that metric. In such cases, classifiers display the details of the failures.



What Does the WAN Gateway Bandwidth SLE Measure?

This SLE covers packet drops due to congestion (congestion classifier) and high bandwidth usage
(headroom classifier). If the ratio of dropped packets to total queued packets is significant, the
congestion classifier is displayed along with the queue experiencing the most drops. If there are no
dropped packets but bandwidth usage exceeds a certain upper threshold, a headroom classifier is shown
along with the most utilized queue. The headroom threshold is determined based on maximum usage
statistics from the past two weeks.

Use this SLE to determine if you need more WAN bandwidth on your site.

Classifiers

When the WAN Bandwidth threshold is not met, Juniper Mist sorts the issues into classifiers. The
classifiers appear on the right side of the SLE block.

e Bandwidth Headroom—This classifier is activated when bandwidth usage surpasses the SLE
threshold. It indicates the percentage of time the gateway bandwidth SLE was not met due to
exceeding the headroom threshold. The headroom is an estimated baseline of available WAN
bandwidth, based on the highest usage over the past 14 days. The classifier triggers when current
usage exceeds this baseline.

e Congestion Uplink—This classifier indicates the percentage of time the Gateway Bandwidth SLE was
not met due to uplink congestion. This classifier measures the number of output drops. That is, the
classifier uses the ratio of total transmitted bytes dropped to total packets transmitted (tx_drops/
tx_packets) to determine if there are bad user minutes due to congestion.

For more details on SLE blocks, see Understanding the SLE Blocks.

WAN SLEs Dashboard | 56
WAN Edge Health SLE | 58
WAN Link Health SLE | 59

WAN Application Health SLE | 63

Switch Bandwidth SLE | 54


https://www.juniper.net/documentation/us/en/software/mist/mist-wired/shared-content/topics/concept/service-level-expectations.html#xd_1a8e069a06657f97--7cd600da-188de57988f--7b1f__section_gsb_d2k_rzb

WAN Application Health SLE

SUMMARY IN THIS SECTION
Use the WAN Application Health SLE to assess What Does the WAN Application Health
service levels for your applications. SLE Measure? | 63

Classifiers | 64

WAN Application Health is one of the Service-Level Expectations (SLEs) that you can track on the WAN
SLEs dashboard in the Juniper Mist™ portal.

Application Healt! 85% W—/_\/

NOTE: To find the WAN SLEs dashboard, select Monitor > Service Levels from the left menu, and
then click the WAN button.

What Does the WAN Application Health SLE Measure?

Juniper Mist monitors the latency of WAN applications to identify applications that are performing sub-
optimally. This SLE can help you to understand the end users’ experiences when accessing applications.
For example, a weak network connection might give good user experiences for FTP or SMTP-based

applications, but bad user experiences for VolP applications. The Application Health SLE will help you
identify which applications are giving you trouble.

For fine-tuning, you can click the Settings button to select individual applications to include or exclude.

Customize Service Levels x

Application (Maximum Limit 1¢

etrics to display. Drag to

WAN Edge Health
WAN Link Health = ossien T
Application =

Application Health =



e To remove applications from this SLE—Select the check box for each application, and then click
Remove.

e To add applications to this SLE—Click Add Application, then select the check box for the application,

and then click Add. Or click Create Custom to add another application.

Classifiers

When the Application threshold is not met, Juniper Mist sorts the issues into classifiers. The classifiers
appear on the right side of the SLE block. In this example, 100 percent of the issues are attributed to
Jitter. (See the classifier descriptions below the example.)

Appiication Healt 85% M

e Jitter—Inconsistent packet transmit times can impact users' experiences with applications, especially
real-time applications such as VolP and video.

e Latency—Slow response time (lag) can impact users' experiences by, for example, causing webpages
to load slowly or interrupting video and audio streams.

e Loss—Packet loss can cause application usage problems, such as bad audio or video.

e Application Services (applicable to Session Smart Routers only)—Slow responses to application
requests, recurring disconnects, and insufficient bandwidth usage by applications can impact users'
experiences. The Application Services classifier has three subclassifiers that help you identify these
issues:

e Slow Application

e Application Bandwidth

e Application Disconnects

Here are two examples that show how Mist displays the Application Services information.

In this example, Application Disconnects value indicates the bad user minutes caused by application
disconnect events. The Disconnects value indicates the number of disconnect events observed per
minute.
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Google Cloud Platform

Failures App Minute B Application Disconnects

App Minute

Application Disconnects 240

Disconnects 345

Aug 14, 2024 5:00:00 PM - 6:00:00 PM

Here is another example that shows the Slow Application value, which indicates the number of bad

user minutes caused by slow applications. The RTT value shows the RTT (in seconds) associated with
the slow applications.

Zoom

Failures App Minute M Slow Application

' N
App Minute I 1

Slow Application ~ 10.0

RTT 2,500
Jul 12, 2024 10:00:00 AM - 11:00:00 AM

OK
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Alerts Overview

SUMMARY IN THIS SECTION

Get familiar with Juniper Mist™ alerts and the Alerts What Are Alerts? | 67
dashboard in the Juniper Mist portal. Finding the Alerts Dashboard | 68
Selecting the Context and Time Period | 69

Filtering the Display | 69

What Are Alerts?

Alerts represent network and device issues that are ongoing. Juniper Mist™ categorizes them as follows:

e Infrastructure Alerts—This category includes issues that can potentially affect a large number of
clients. For example, an event during which a Domain Name System (DNS), Dynamic Host
Configuration Protocol (DHCP), or RADIUS server is unreachable can affect many clients. Similarly, if

a power supply on a switch is in alarm state, a large number of clients and a large amount of traffic
could be affected.

e Marvis Alerts—The Predictive Analytics and Correlation Engine (PACE) raises Marvis alerts for the
events that Marvis tracks. For example, if an access point (AP) regularly fails health checks, Marvis
notices and tracks this event.

e Security Alerts—Security alerts are raised by repeated events that could dramatically affect network
security. For example, if a rogue AP is detected, that represents a potential security problem and if a
client connects to a rogue AP, that could be even worse.

NOTE:

e For information about alerts, see "Juniper Mist Alert Types" on page 71.

e To enable the alerts that you want to include on the Alerts dashboard, see "Juniper Mist Alert
Types" on page 71.



I Finding the Alerts Dashboard

The Alerts dashboard is your alerts log. This dashboard provides information about all alerts that are
enabled on the Alerts Configuration page.

NOTE: For help configuring alerts, see "Configure Alerts and Email Notifications" on page 80.

To view the Alerts dashboard, select Monitor > Alerts from the left menu.

In the following example, you can see the major elements of the Alerts dashboard.

Alerts

Entire Org ~ Today ~ 0

200 3 197
Tota Security

rastructure

or ] = ] -

1-200 of 200

A Rert site Recurrence  First Seen Last Seen Details

# @ Client Connection to rogue AP detected Live-Demo 1 06/3008:53:34 pm  06/30 08:53:34 pm  Network Security

A @ Client Connection to rogue AP detected Remote_Demo_Site(do not delete) 1 06/30 08:51:52 pm  06/3008:51:52 pm  Network Security

BSSID Spoofing detected

Honeypot 551D detected

Client Connection to rogue AP detected

BSSID Spoofing detected

Honeypot SSID detected

Live-Demo

Live-Demo

Remote_Demo_Site(do not

Live-Deme

Live-Demo

delete)

06/30 08:45:49 pm

06/30 08:41:59 pm

06/30 08:31:52 pm

06/30 08:27:49 pm

06/30 08:14:59 pm

06/30 08:45:49 pm

06/30 08:48:59 pm

06/30 08:36:52 pm

06/30 08:27:49 pm

06/30 08:20:59 pm

Network Security

Network Security

Network Security

Network Security

Network Security

A @ (lient Connection to rogue AP detected Remote_Demo_Site(do not delete) 1 06/30 08:14:52 pm  06/30 08:14:52 pm  Netwark Security

# @ Client Connection to rogue AP detected Live-Demo 8 06/3008:09:18 pm  06/3008:17:59 pm  Network Security

~ BGP Neighbor State Changed Mist WA Lab (EVE-NG) 43 06/3007:58:21 pm  06/3008:02:33 pm  Site Insights

# @ Rogue AP detected Remote_Demo_Site(do not delete) 1 06/30 07:54:52 pm  06/30 07:54:52 pm  Network Security

A @ (lient Connection to rogue AP detected Remote_Demo_Site(do not delete) 7 06/30 07:50:52 pm  06/30 08:00:52 pm  Network Security

~ BSSID Spoofing detected Live-Demo 2 06/3007:43:49 pm  06/30 07:51:49 pm  Network Security

This table includes:

e Alert—The name of the alert, along with an icon representing the severity level. For more information
about the color codes and severity levels, see the "Severity Filters" on page 70 table later in this
topic.

e Site—The name of the site where this issue occurred.
e Recurrence—The number of times that this issue occurred.
e First Seen and Last Seen—The time period when this issue occurred.

e Details—The affected component (as listed below), with a link that you can click for more details.
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These links include:

o Device Insights—Click the link to view the Insights page for the selected site. This page shows a
timeline of events and full details for client events, AP events, and site events. You'll also see
details for all applications.

o Marvis—Click the link to view the Marvis Actions page.

o Network Security—Click the link to view the Wireless Security page. This page shows all security
issues for each SSID. You'll see information such as the type of issue, number of affected clients,
band, channel, RSSI, and floorplan location.

o WAN Edge Details—Click the link to view the Insights page for WAN Edges at the selected site.
This page shows details for WAN Edge events, applications, application policies, WAN Edge
devices, ports, peer path stats, and more.

Selecting the Context and Time Period

At the top of the Alerts page, select the context, which can be an entire organization or a single site.
Also select a time period, such the last 60 minutes, the last 7 days, or a date range.

n A\ertg Entire Org ~ Today ~

Last 60 Min I Today

Last 24 Hr Yesterday

Last 7 Days This Week
Custom Date Custom Range

NOTE: The Alerts page displays data as recent as the past 60 minutes or as far back as the last 7
days. If you purchase a Premium Analytics subscription, you can access up to 3 years' worth of
wireless network insights and other data. To access the information available through your
Premium Analytics subscription, select Analytics > Premium Analytics from the left menu.

Filtering the Display

You can apply filters to show only the alerts that you want to see.



Alerts Entire Org ~ Today ~ + o

200 3 197
Tota a Security

rastructure

B i ] (B s | B rermcon

Severity Filters

Juniper Mist ranks alerts by severity. The severity buttons at the top of the Alerts page show the
number of issues for each severity level. Click a button to show only the alerts for that severity level.

Table 2: Severity Levels

Severity Color Code Recommended Action
Critical Red Take immediate action.
Warning Orange Continue monitoring if the event continues.
Informational Blue No action is required.
Filter Box

Above the list of alerts, you can use the Filter box to enter text to filter by. As you start typing, matching
alerts appear in the drop-down list. Click one of them to apply the filter.

Q up

Alert
VPN Peer Up
Reasons

peer boston1 up



Juniper Mist Alert Types

SUMMARY IN THIS SECTION
Juniper Mist™ provides various alerts that you can Infrastructure Alerts | 71
enable to track ongoing issues. Marvis Alerts | 77

Security Alerts | 78

Infrastructure Alerts

Infrastructure alerts are for events that potentially affect a large number of clients. For example, an
unreachable Domain Name System (DNS) or a bad power supply on a switch can affect a large number
of clients and a large amount of traffic.

Table 3: Infrastructure Alerts by Severity

Severity Alert Name

Critical (red icon) ARP Failure
DHCP Failure
DNS Failure
Mist Edge Fan Unplugged
Mist Edge cpu usage high
Mist Edge disconnected from cloud
Mist Edge disk usage high
Mist Edge memory usage high

Mist Edge power input disconnected



Table 3: Infrastructure Alerts by Severity (Continued)

Severity Alert Name

Mist Edge service failed to start

Mist Edge unplugged from power

Switch Fan Alarm

Virtual Chassis - Backup Member Elected

Virtual Chassis - New device elected for Active Role

Virtual Chassis Member Deleted

Virtual Chassis Port Down

Informational (blue) BGP Neighbor State Changed

BGP Neighbor Up

Cellular Edge Connected to NCM

Cellular Edge Disconnected from NCM

Cellular Edge Firmware Upgraded

Cellular Edge Login Failure

Cellular Edge Login Success

Cellular Edge Rebooted

Cellular Edge SIM Door Closed

Cellular Edge SIM Door Opened

Cellular Edge WAN Cellular Connected

Cellular Edge WAN Cellular Service Type Changed



Table 3: Infrastructure Alerts by Severity (Continued)

Severity Alert Name

Cellular Edge WAN Ethernet Connected

Cellular Edge WAN Ethernet Plugged

Critical Switch Port Up

NOTE: If you enable this alert, you also need to update the switch configuration to identify
the critical ports. To do this:

1. In your switch template, under Select Switches Configuration, select the rule for the
ports that you want to configure. (Or add a new rule.)

2. On the Port Config tab, select the port or port range that you want to configure.
3. In the settings window, select the Enable critical alerts check box.
4. Repeat these steps for all critical ports.

For more information about port configuration, see the Juniper Mist Wired Assurance
Configuration Guide.

Critical WAN Edge Port Up

NOTE: If you enable this alert, you also need to update the WAN or LAN configuration to
identify the critical ports. To do this:

1. In your WAN Edge template, select the WAN or LAN configuration that you want to
update. (Or add a new configuration.)

2. Under Interface, enter the port or ports, and then select the Enable critical alerts check
box.

3. Repeat these steps for all critical ports.

For more information about WAN Edges configuration, see the Juniper Mist WAN
Assurance Configuration Guide.

Device restarted

Mist Edge connected to cloud

Mist Edge cpu usage normal

Mist Edge disk usage normal


https://www.juniper.net/documentation/us/en/software/mist/mist-wired/index.html
https://www.juniper.net/documentation/us/en/software/mist/mist-wired/index.html
https://www.juniper.net/documentation/us/en/software/mist/mist-wan/index.html
https://www.juniper.net/documentation/us/en/software/mist/mist-wan/index.html

Table 3: Infrastructure Alerts by Severity (Continued)

Severity Alert Name
Mist Edge memory usage normal
Mist Edge plugged to power
Mist Edge power input connected
New tunnel(s) formed
Switch Radius Server Unresponsive
Switch restarted
Virtual Chassis Member Added
Virtual Chassis Port Up
Warning Mist Edge Fan Plugged
All data ports dropped from LACP
All tunnels are disconnected
BGP Neighbor Down
Cellular Edge WAN Cellular Disconnected
Cellular Edge WAN Ethernet Disconnected

Cellular Edge WAN Ethernet Unplugged



Table 3: Infrastructure Alerts by Severity (Continued)

Severity Alert Name

Critical Switch Port Down

NOTE: If you enable this alert, you also need to update the switch configuration to identify
the critical ports. To do this:

1. In your switch template, under Select Switches Configuration, select the rule for the
ports that you want to configure. (Or add a new rule.)

2. On the Port Config tab, select the port or port range that you want to configure.
3. In the settings window, select the Enable critical alerts check box.
4. Repeat these steps for all critical ports.

For more information about switch configuration, see the Juniper Mist Wired Assurance
Configuration Guide.

Critical WAN Edge Port Down

NOTE: If you enable this alert, you also need to update the WAN or LAN configuration to
identify the critical ports. To do this:

1. In your WAN Edge template, select the WAN or LAN configuration that you want to
update. (Or add a new configuration.)

2. Under Interface, enter the port or ports, and then select the Enable critical alerts check
box.

3. Repeat these steps for all critical ports.

For more information about WAN Edges configuration, see the Juniper Mist WAN
Assurance Configuration Guide.

Device offline

EVPN detected a duplicate MAC address

Fpc Management Ethernet Link Down

HA Control Link Down

Last data port dropped from LACP

Loop detected (by AP)


https://www.juniper.net/documentation/us/en/software/mist/mist-wired/index.html
https://www.juniper.net/documentation/us/en/software/mist/mist-wired/index.html
https://www.juniper.net/documentation/us/en/software/mist/mist-wan/index.html
https://www.juniper.net/documentation/us/en/software/mist/mist-wan/index.html

Table 3: Infrastructure Alerts by Severity (Continued)

Severity Alert Name

Mist Edge service crashed

Switch BPDU Error

Switch Bad Optics

Switch DHCP Pool Exhausted

Switch High Temperature

Switch PEM Alarm

Switch PoE Alarm

Switch Power Supply Alarm

Switch Storage Partition Alarm

Switch offline

Tunnel down

VPN Peer Down

Virtual Chassis Member Restarted

WAN Edge BGP Neighbor Down

WAN Edge DHCP Pool Exhausted

WAN Edge Flow Count Threshold Exceeded

WAN Edge Forwarding Information Base Count Threshold Exceeded

WAN Edge Source NAT Pool Threshold Exceeded

WAN Edge Offline



Marvis Alerts

Marvis alerts are tied into the Marvis Action Dashboard. These alerts are triggered whenever the
corresponding Marvis Action is detected in your organization. For example, if an access point (AP)
regularly fails health checks, Marvis notices and tracks this event.

Table 4: Marvis Alerts by Severity
Severity Applies To Alert Name
Critical AP AP health check failed
AP insufficient capacity
AP insufficient coverage
Bad cable
Non-compliant
Offline (Marvis)
AP Loop due to Switch Port Flap
AP Loop due to duplicated WLAN paths
Connectivity ARP failure (Marvis)
Authentication failure (Marvis)
DHCP failure (Marvis)
DNS failure (Marvis)
WAN Edge Bad WAN Uplink
Bad cable
Device Problem

MTU mismatch



Table 4: Marvis Alerts by Severity (Continued)

Severity Applies To Alert Name

Negotiation mismatch
VPN Path Down

Switch Bad cable
Missing VLAN
Negotiation mismatch
Port Stuck
Switch STP Loop

Warning Switch Port flap

Security Alerts

Security alerts warn you of activities or events on the network that can cost you in terms of lost data,
unauthorized access to the network, or traffic that matches known security threats. Security alerts are
raised by repeated events that could dramatically affect network security. For example, if a rogue AP is
detected, that represents a potential security problem. If a client connects to a rogue AP, that could be
even worse.

Juniper Mist lists all security alerts except those that relate to intrusion detection and prevention (IDP)
or URL filtering on the Monitor > Alerts page. You can find IDP and URL filtering events and their
severity on the Site > WAN Edge > Secure WAN Edge IDP/URL Events page.

Table 5: Security Alerts by Severity
Severity Alert Name
Critical Client Connection to rogue AP detected

Rogue AP detected



Table 5: Security Alerts by Severity (Continued)

Severity

Informational

Warning

Alert Name

Air Magnet Scan detected

EAP Handshake Flood detected

Active Watched Station detected

Adhoc Network detected

BSSID Spoofing detected

Disassociation Attack detected

EAP Dictionary Attack detected

EAP Failure Injection detected

EAP Spoofed Success detected

EAPOL-Logoff Attack detected

ESL Hung

ESL Recovered

ESSID Jack detected

Excessive Clients detected

Excessive EAPOL-Start detected

Fake AP Flooding detected

Honeypot SSID detected

IDP attack detected

Monkey Jack detected



Table 5: Security Alerts by Severity (Continued)

Severity Alert Name
Out of Sequence detected
Repeated Client Authentication Failures
Replay Injection detected - KRACK Attack
SSID Injection detected
Security Policy Violation
TKIP ICV Attack
URL blocked
Vendor |E Missing

Zero SSID Association Request detected

Configure Alerts and Email Notifications

SUMMARY

Enable the alerts that you want to see on the Alerts dashboard. Optionally, enable email notifications
for issues that you want to monitor closely.

Video Overview

This video provides an overview of the procedure for configuring alerts.


https://mist.wistia.com/embed/iframe/q5zykrvcm0

Procedure

To configure alerts:

1. From the left menu, select Monitor > Alerts.

2. Click the Alerts Configuration button near the top-right corner of the page.
Aler‘ts Entire Org Today = Aerts Configuration + QO

3. At the top of the page, select the context and time period.

The context can be your entire organization or a single site. There are various options for the time
period, such the last 60 minutes, the last 7 days, or a date range.

“ Alerts Entire Org ~ Today ~

Last 60 Min I Today

Last 24 Hr Yesterday
Last 7 Days This Week
Custom Date Custom Range

4. Select the scope, email notification settings (optional) and the alerts to show on the Alerts page.

Applies to Scope

Email Recipients Settings

[_] To organization admins ] To site admins
My Account
To additional email recipients
Alert Types
Alerts Enable Alert Send Email Notification
W * | Infrastructure O O
@ ARP Failure ¢ L] ]
@ DHCP Failure & O O
@ DNS Failure & [J ]
@ Virtual Chassis - Backup Member Elected O O

a. Select the scope.

¢ Entire Org—Click this button to configure the alerts for the entire organization.



o Sites—Click this button to configure the alerts for one or more sites that you want to monitor
differently than the org. To identify the site(s), click the Sites button, then click the plus sign,
and then click a site. Repeat as needed to add more sites to the list.

b. (Optional) Enable email notifications for alerts that you want to monitor closely.

¢ In the Email Recipients Settings section, identify the people to receive the email notifications:

¢ To organization admins—Notifications will be sent to all admins whose permissions allow
access to the entire organization.

¢ To site admins—Notifications will be sent to all admins whose permissions allow access to
the sites that you identified in the scope section.

¢ To additional email recipients—Notifications will be sent to all email addresses that you
enter in this box. This option is useful if you want to send notifications to personnel who do
not have admin accounts for your Juniper Mist organization. To enter multiple email
addresses, separate them with commas.

¢ In the Alert Types section, select the Send Email Notification check boxes for the alerts that
you want to send emails for. For information about the various alerts, see "Juniper Mist Alert
Types" on page 71.

c. Inthe Alert Types section, select the Enable Alert check boxes for the alerts that you want to see
on the Alerts page. For information about the various alerts, see "Juniper Mist Alert Types" on
page 71.

d. If the alert has a pencil icon, click it to configure the settings.

For example, when you click the pencil icon for DNS Failure, you can set the alert threshold by
entering the number of failures and the number of clients that are impacted within the specified
period of time. In this example, the alert occurs if a server has 30 failures or 20 impacted clients
within a 10 minute period.

Edit DNS Failure Threshold X
Alert if there are | 30 failures or | 20 clients
failing within | 10 minutes per server

Cancel




5. After enabling all desired alerts and notifications, click Save at the top-left corner of the Alerts
Configuration page.
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Marvis Virtual Network Assistant Overview

SUMMARY

Get familiar with the many features that are available with Marvis Virtual Network Assistant.

Marvis® Virtual Network Assistant is a virtual network assistant that streamlines network operations,
simplifies troubleshooting, and provides an enhanced user experience. With real-time network visibility,
Marvis provides a comprehensive view of your network from an organizational level to a client level with
detailed insights.

As Mist Al monitors your network, it constantly learns from the telemetry data it collects. Marvis uses
this data to deliver better insights and automation that are customized for your network.

Mist Al collects data from wireless LAN (WLAN), LAN, and WAN domains in your network. In addition
to Juniper devices, Marvis also provides visibility into third-party switches connected to Juniper access
points (APs) through Link Layer Discovery Protocol (LLDP). Marvis can provide health statistics for third-
party switches. Examples include Power over Ethernet (PoE) compliance status, misconfigured VLANS,
and switch uptime.

Marvis proactively identifies issues, interprets the scope and magnitude of the impact, identifies the root
causes, and recommends fixes.

Here are the main components of Marvis:

e Marvis Actions—Marvis Actions is a one-stop information center that provides visibility into ongoing
site-wide network issues that affect user experience in an organization. Marvis recommends fixes
and provides insight into root causes. By default, the landing page of Marvis shows the Actions
dashboard for an organization. All super users can view the Marvis Actions dashboard. Other admin
roles can view the dashboard if they have organization-level access.

e Marvis Minis—Marvis Minis is a network digital twin that validates the network and application
services for your network. By simulating user connections, Marvis Minis quickly detects and resolves
issues before they impact users. Marvis Minis is always on and can detect issues even when clients
are not connected to the network. In addition to detecting issues, it also ascertains the overall impact
of the issue—that is, whether the issue impacts an entire site, a specific switch, WLAN, VLAN, server,
or AP.


https://www.youtube.com/watch?v=SeTf_sI81M8

¢ Conversational Assistant—Marvis's Al-based conversation interface enables you to ask questions and
get actionable insights into your network in no time. Marvis uses Natural Language Processing (NLP)
with Natural Language Understanding (NLU) to contextualize requests, which accelerates the
troubleshooting workflow. The conversational assistant provides real-time answers for your queries
related to troubleshooting and documentation.

¢ Marvis Client—A software agent installed on client devices such as a mobile phone or laptop to
collect the client’s parameters that help represent its network view. The Marvis Android client, along
with the Zebra wireless insights, provides enhanced telemetry and visibility into the Zebra client
experience.

e Marvis Query Language—A structured format for asking Marvis a question to get data to monitor or
troubleshoot your users’ experiences and evaluate the overall health of your network.

With additional updates in 2023, Marvis provides even more functionality, including integrations with
ChatGPT, Microsoft Teams, and Zoom. Watch this video to learn more.

Subscriptions for Marvis

To use Marvis, you must have the following active subscriptions in association with the Wireless
Assurance, WAN Assurance, or Wired Assurance base license:

e Marvis for Wired

e Marvis for WAN

e Marvis for Wireless

You'll need an Assurance subscription and a Marvis subscription per device.

For more information about subscription options, activating subscriptions, and related topics, see the
Juniper Mist Management Guide.

https:/www.juniper.net/us/en/products/cloud-services.html


https://youtu.be/5aJOlJhL5Xw
https://www.juniper.net/documentation/us/en/software/mist/mist-management/index.html
https://www.juniper.net/us/en/products/cloud-services.html
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Marvis Actions Overview

SUMMARY IN THIS SECTION
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What Are Marvis Actions?

Marvis® leverages the Mist Al to identify the root cause of issues. Marvis can automatically fix issues
(self-driving mode) or recommend actions that require user intervention (driver-assist mode). The Marvis
Actions page lists the high-impact network issues that Marvis detects. Marvis Actions also displays the
recommended actions for your organization's network. Marvis Actions provides insight into issues
across the wired, WAN, and wireless networks, at the managed service provider (MSP) level,
organization level, and site level. With Marvis Actions, you can track firmware compliance on APs,
identify bad cables, locate L2 loops, detect WAN link outages, and more—all from a single page.

With real-time Al-native insight into your network, Marvis Actions enables proactive issue detection and
resolution, resulting in a significant reduction in troubleshooting effort and time.

This video provides an introduction to Marvis Actions.

Marvis Actions Dashboard

The Marvis Actions dashboard is a one-stop information center that provides visibility into ongoing site-
wide network issues that affect user experience in an organization. Super users can view Marvis
Actions. Users with other roles can view Marvis Actions if they are not assigned to any site. You can
review the information to prioritize the issues that need immediate attention.

To view the Marvis Actions dashboard, select Marvis > Marvis Actions from the left menu of the Juniper
Mist™ portal.


https://mist.wistia.com/embed/iframe/8nenrk034a

Here's what the Marvis Actions page looks like. You'll notice that the page displays the information
under different categories. Marvis indicates the number of issues detected for a category. For example,
in the following screenshot, you'll notice that Marvis lists 15 issues for the Connectivity category.

MARVIS [ o xscs uesion |

ACTIONS A Sites. > LATEST UPDATES #

You can also view the issues for a site by selecting the Sites tab. The Sites tab displays a Google Maps
view of all sites and issues detected.

MARVIS [ o et qumier |
< £ Lerook easmarr %

© o

Detailed View of Issues and Marvis Recommended Actions

Each category has a group of actions under it. Each action can have one or multiple issues associated
with it. If Marvis does not detect any anomalies associated with an action, the action appears dimmed.

You can click a category to view the actions under that category. If you click an action, you'll see a
detailed view, which includes the issue and recommended action. Marvis provides a recommended

action for all issues.

Here's the Marvis Actions view after drilling down into the Missing VLAN action under the Switch
category. Notice that Marvis provides the details of the site, switch, and the issue (two APs with missing
VLANS). You'll also see that the recommended solution from Marvis is to add the VLAN configuration to
the switch configuration.
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MARVIS
ACTIONS Yt O A sites > LATEST UPDATES #
— 34 AlSites v
/ AlAdions v
TLayer1 Security
@ Al VALIDATED
MISSING VLAN +
E —
o site ‘Switch Detalls Date ¥ saws
O  LiveDemo CORP-C-SW-1.mist local 2 APs missing VLANS (View More May 3, 2023 02:36 PM Open ~

You can use the View More link in the Details column to view specific details about the ports on which
the VLANSs are missing. Here's an example of the page showing the port details.

Missing VLAN Details
2impacted APs at CORP-C-SW-1.mist local
CORP-C-SW-1.mistlocal

Connected_to_3rd_party_Switch/LANs 100, 200, 300 missing on
POt Git/o/21.

@ wsw VLANS 100, 200,300 missing on
port Git/0/13.

Downloadable List of Issues

You can download the list of issues to a .CSV file format. The CSV file contains all the details visible on
the Actions page, including the reason for failure and the device details. You can find the download
(down arrow) icon on the upper-right corner of the Details section.

Issue Resolution

After you resolve an issue, you can change the status of an issue or multiple issues.

e To update one issue—Click the Status button at the end of the row, and then click the new status.



e To update multiple issues—Select the check box for each issue to update, or select the top check box
to select all issues. Click the Status button at the bottom of the page, and then click the new status.
This status will be applied to all selected issues.

OFFLINE +

= RECOMMENDED ACTION
T ‘ For issues with individual APs, please test the cable/port or perform a factory reset. For issues with the entire switch/site, please check the configuration to reach the Mist cloud.

O] site APs Details Date v status

O/ Live-Demo 2 APs No Ip Address. View More May 24,2023 01:11 PM Open +

O/ Live-Demo 2APs Switch Id-cup-idf-a-sw2 down. View More May 24, 2023 08:08 AM Open ~

O] Live-Demo 5c:5b:35:7e:15:d6 No Ip Address. View More May 16, 2023 11:34 PM Open ~

O] 1oTsite LB_loT_Imagotag_Dongle Locally Offline. @ View More May 10, 2023 03:59 AM Open ~

O Remote_Demo_Site DavidL AP Locally Offline. @ View More May 3,2023 10:19 AM Open ~

Marvis prompts you for feedback, which Mist uses internally to determine the efficacy of the action.

Resolve Action

RESOLUTION

e Mist suggested act
nother method (ples:
and should be gnores
O incorrectylsed as an issve

commENT

Latest Updates About Issues

The LATEST UPDATES section on the right of the Marvis Actions page provides a list of issues that
were resolved over the past seven days. Marvis classifies the issues under one of the following states:

e Al Validated—Lists issues (such as an AP missing a VLAN) that are no longer active. If you update the
status of an issue to Resolve, Marvis verifies that the issue is resolved and classifies the issue as Al
Validated. If you fix an issue but don’t update the status, Marvis detects that the issue is resolved and
moves it to the Latest Updates section.

e Resolved—Lists automated actions (such as auto upgrade, auto RMA) or manual actions (such as
manual AP upgrade or manual RMA request) that completed successfully. Marvis classifies an issue
as Resolved only if you trigger the action from the Actions page.
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e Reoccurring Issue—Lists resolved issues that are either still not resolved or have reoccurred. At times,
Marvis might find that an issue you marked as resolved is still not resolved completely. Marvis then
classifies the issue as a reoccurring issue.

MARVIS [ o o quesin |
ACTIONS £ Sites > LATEST UPDATES +
= T
\ m v
e Y, \ AN ecurity. Today |
/ ~ Vesterday v |
— = _ .
_— N

20ther Actions.

You can click the download (down arrow) icon next to the Latest Updates text to download the list of
actions for your organization in CSV format. You can download either the complete list or the list for a
specific type of failure.

Video: Troubleshooting Bad Signal Strength

In this video demo, Marvis recommends actions for bad signal strength.

Subscription Requirements for Marvis Actions

SUMMARY IN THIS SECTION

Understand how your subscriptions determine the Subscription Types | 93
actions that you'll see on the Actions dashboard.
Also get familiar with the different actions that are
available for different subscription types (Marvis for
Wired, Marvis for Wireless, and Marvis for WAN).

Available Actions for Your
Subscriptions | 93


https://mist.wistia.com/embed/iframe/uaqxy4xhio

Subscription Types

Your Marvis subscriptions determine the actions that you'll see on the Actions dashboard. Be aware of
the requirements for the types of subscription and purchase the subscriptions that you need for your
network.

Different Marvis subscriptions enable different Marvis actions. For example, you need a Marvis for
Wired subscription to see Wired actions. The actions for each type of subscription are shown in the
tables in the section of this topic.

NOTE: If you are using a trial subscription type, you can view all Marvis Actions until the trial
subscription ends.

Available Actions for Your Subscriptions

Available actions vary for different subscriptions, as appropriate for the types of devices that are
associated with these subscriptions. The following tables show the available actions for each
subscription type.

Table 7: Marvis for Wired Actions

Category Marvis for Wired Actions

Connectivity Authentication Failure
DHCP Failure

Switch Negotiation Incomplete

MTU Mismatch

Loop Detected

Network Port Flap

High CPU

Port Stuck



Table 7: Marvis for Wired Actions (Continued)

Category

Other Actions

Table 8: Marvis for WAN Actions

Marvis for Wired Actions

Traffic Anomaly

Persistently Failing Clients

Access Port Flap

Category Marvis for WAN Actions

WAN Edge MTU Mismatch

Bad WAN Uplink

VPN Path Down

Non-Compliant

Table 9: Marvis for Wireless Actions

Category

Layer 1

Connectivity

AP

Marvis for Wireless Actions

Bad Cable

Authentication Failure

DHCP Failure

ARP Failure

DNS Failure

Offline

Health Check Failed

Non-compliant



Table 9: Marvis for Wireless Actions (Continued))

Category Marvis for Wireless Actions
Coverage Hole
Insufficient Capacity
AP Loop Detected

Switch Missing VLAN

Other Actions Persistently Failing Clients

Layer 1 Actions

SUMMARY IN THIS SECTION

Use the Actions dashboard to resolve Layer 1 issues. Bad Cable | 96

When you click the Layer 1 button on the Action dashboard, all available Layer 1 actions appear.
Currently there is only one type of action for this category: bad cable.

MARVIS

ACTIONS 2 site

Application

1 Layer 1

15 Connectivity [ A\ 9 WAN Edge

6 AP 9 Switch



NOTE: Your subscriptions determine the actions that you can see on the Actions dashboard. For
more information, see "Subscription Requirements for Marvis Actions " on page 92.

Bad Cable

Marvis can detect a faulty cable that is connected to an access point (AP), a switch, or a WAN Edge
device.

A faulty cable is one of the root causes of network issues, which manifest as user experience issues. It is
a difficult and time-consuming task to manually identify a faulty cable. Marvis can detect bad cables
easily by using cable data such as frame errors, link statistics, link errors, and traffic patterns.

A bad cable action indicates cable issues that APs, Switches, and WAN edge devices detect at a site. The
details section indicates if a switch, an AP, or a WAN edge device detected the issue.

For a WAN Edge detected issue, you'll need to perform the following steps:
e Ensure that the duplex setting is full duplex on both sides of the link.

e Change the cable to rule out issues due to a defective cable.

e Change the SFP and check the status.

e Change the port to rule out any NIC card issues.

e Change the Layer2 device (modem or router).

The following sample illustrates the issue:
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ACTIONS A sites

Clients , Application
| \
|
/

1layer1 Security
—
15 Connectivity 8 WAN Edge
(1 Bad Cable )
SAP 5 Switch
2 Other Actions
BAD CABLE +

RECOMMENDED ACTION
These devices have a bad cable connected to one or more ports. Please test & replace the cable.

O site Device Details. Date ¥ status

O Live-Demo 5¢:5b:35:0e:e2:9¢ (AP) Port Gi1/0/19 on CORP-C-SW-1.mist.local May 8, 2023 05:57 PM Open ~

After you fix the issue, Mist Al monitors the AP, switch, or WAN edge for a certain period and ensures
that the cable issue is indeed resolved. Hence, it might take up to 24 hours for the Bad Cable action to
automatically resolve and appear in the Latest Updates section.

Connectivity Actions

SUMMARY IN THIS SECTION

Use the Actions dashboard to resolve client ®  How Are Connectivity Failures
connectivity failures. Detected? | 98

Authentication Failure | 99
DHCP Failure | 101
ARP Failure | 101

DNS Failure | 102


https://mist.wistia.com/embed/iframe/qmjbq1kl8v

When you click the Connectivity button on the Actions dashboard, you'll see a list of all available
actions. You can then click an action to investigate further. Available actions are described later in this
topic.

MARVIS

ACTIONS A site

Layer 1

15 Connectivity / \ 9 WAN Edge

6 AP ) Switch

NOTE: Your subscriptions determine the actions that you can see on the Actions dashboard. For
more information, see "Subscription Requirements for Marvis Actions " on page 92.

How Are Connectivity Failures Detected?

Marvis uses anomaly detection or scope analysis to detect connectivity failures, as follows:

¢ Anomaly Detection—Marvis detects issues when they start to occur at your site, such as multiple
clients failing for the same reason. Anomalies are failures that occur across most, but not all, devices
on your site. The Details page (Anomaly Detection Event Card), which you can open with the View
More link, lists the component that probably caused the failure. For more information about anomaly
detection, see "Anomaly Detection Event Card" on page 125.

After you fix the issue, the action automatically resolves and appears in the Latest Updates section
within 24 hours.

e Scope Analysis—When the failure rate across all clients at your site is 100 percent, Marvis performs a
scope analysis on the issue to determine the root cause of such a failure. Marvis provides the details
of the affected clients—MAC address, VLAN, and WLAN for which Marvis triggers the scope
anomaly. Marvis indicates the issue that needs to be fixed, whether it is a RADIUS, Domain Name
System (DNS), or Dynamic Host Configuration Protocol (DHCP) server; a WLAN; or an access point
(AP). Here is an example that shows how Marvis reports an issue based on scope analysis:



ACTIONS A sites

Clients Application

1 Layer 1 Security
3 WAN Edge
6 AP 7 Switch
S
e )
2 Other Actions
AUTHENTICATION FAILURE ¥
RECOMMENDED ACTION
The following sites have authentication failures. Please check the reason and details for each.
o site Reason Details Date ¥ status
(] Live-Demo WLAN Corp View More May 12, 2023 07:50 AM Open ~
w} Live-Demo WLAN Mist_loT Affects 5 Clients May 7, 2023 07:08 AM Open ~

(m] Live-Demo 2 Switches Affects 9 Clients May 6, 2023 08:09 PM Open ~

O Live-Demo WLAN Mist_loT Affects 4 Clients May 6, 2023 01:31 PM Open ~

After you fix the issue, the action automatically resolves and appears in the Latest Updates section
within an hour.

Authentication Failure

The Authentication Failure action shows both 802.1x and preshared key (PSK) failures. Click the
Authentication Failures button to see the impacted devices and the recommended actions in the lower
part of the page.

NOTE: If you see a View More link in the Authentication Failure table, click the link to open the
Event Card. For more information, see "Anomaly Detection Event Card" on page 125.

802.1x Failures

The 802.1x failures include the following:

o RADIUS Server Missing Events: These events are triggered when a RADIUS server at a site does not
respond to Extensible Authentication Protocol (EAP) requests. This failure to respond results in a high
number of clients failing 802.1X authentication on the wireless LAN (WLAN). Marvis might detect
failures across multiple APs broadcasting to the same 802.1x WLAN. These failures indicate that a



RADIUS server is either configured wrong or is missing from the network. In this case, you'll need to
check if the RADIUS server is online and reachable.

o RADIUS Missing AP Events: These events are triggered when clients connecting to a few APs fail to
authenticate to a WLAN that has a RADIUS server configured for EAP authentication. This RADIUS
event indicates that you have not configured these APs as network access service (NAS) clients on
the RADIUS server. You must add the missing APs to the RADIUS configuration to resolve the issue.

Here's an example that shows how Marvis Actions reports an 802.1x authentication failure. Note the
Authentication Failure Details page showing the information:

ACTIONS Y org A sites

Clients - Application

1 Layer 1 — \! Security

15 Connectivity 3WAN Edge

6 AP 7 Switch

N Authentication Failure Detalls x
Authentication Failure )

TvELNE & arcnsty B s i
DHCP Failure

ARP Failure

W W w(a)

DNS Failure

2 Other Actions

[

AUTHENTICATION FAILURE

RECOMMENDED ACTION
The following sites have authentication failures. Please check the reason and details for

m] site Reason Details Date ¥ status
0O Live-Demo WLAN Corp View More May 12, 2023 07:50 AM Open v
(] Live-Demo 'WLAN Mist_loT Affects 5 Clients May 7, 2023 07:08 AM Open v
(] Live-Demo 2 Switches Affects 9 Clients May 6, 2023 08:09 PM Open v
0O Live-Demo 'WLAN Mist_loT Affects 4 Clients May 6, 2023 01:31 PM Open v
NOTE: Marvis detects authentication failures even in wired-only deployments.
PSK Failures

Marvis detects PSK failures when an unusually high number of clients fail to authenticate to a PSK
WLAN due to a PSK mismatch. To resolve PSK failure errors, you'll need to verify the PSK for your
WLAN and clients. A possible cause could be a recent PSK change that was not communicated to users.
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| DHCP Failure

The DHCP Failure action appears when Marvis detects DHCP failures due to offline or unresponsive
DHCP servers (DCHP timeouts).

Marvis provides details about these DHCP servers, enabling you to troubleshoot and resolve the
problem quickly. When you see a DHCP Failure action, ensure that the DHCP servers are online and can

lease IP addresses.

NOTE: For wired-only deployments, you must enable DHCP snooping for Marvis to detect
DHCP failures.

If you see a View More link in the DHCP Failure table, click the link to open the Event Card. For more
information, see "Anomaly Detection Event Card" on page 125.

ACTIONS Y org A Sites

Tlayert J Seary
Swanedge

5 Connectiviy
DHCP Failure Detalls x

Clients Application

e

»

Authentication Failure
DHCP Failure )
ARP Failure

w (W ()

DNS Failure

2 Other Actions

DHCP FAILURE

 — | RECOMMENDED ACTION
The following DHCP server(s) are not responding. Please check if they are online and able to lease IP addresses.

[m] site Reason Details Date ¥ status

(] Live-Demo AP Near Mary View More May 12, 2023 07:50 AM Open v

D Live-Demo DHCP Server 192.168.2.1 Affects 8 Clients May 9, 2023 10:58 AM Open v

0O Live-Demo VLAN 120 Affects 87 Clients May 8, 2023 05:32 PM Open v
ARP Failure

An Address Resolution Protocol (ARP) Failure action appears when an unusually large number of clients
experience issues with the ARP gateway. These issues include Gateway ARP timeout and excessive ARP.
When you see an ARP Failure action, you must verify that the gateway is online and reachable. You must
also ensure that the network is free of congestion.



ACTIONS

Clients

-/

1 Layer 1
15 Connectivity
6 AP
4 Authentication Failure
5 DHCP Failure
T ——
3 ARP Failure
3 DNS Failure
2 Other Actions
ARP FAILURE
RECOMMENDED ACTION
Based on the failure reason, please check if the ARP gateway is online and reachable or if th

32

4 org B sites

N

7 switch

ARP Fallure Details

TMELNE

Nl

3 WAN Edge

ways Mays ay7 Mays way.
suMMARY causes
o e wor12
sy s aperercd o 03 3574k ncreasen ||

fallres s ks L Dern rom 0750/ 1030 At

e,

Application

Security

x

& hnomty B s impactad s

oETaLs

W. W Sitewide mpact

w] site Reason Details

m] Live-Demo WLAN Guest View More

m] Live-Demo 2 APs Affects 13 Clients
O Live-Demo ARP Server 192.168.2.1 Affects 7 Clients

DNS Failure

Marvis Actions detect unresponsive DNS servers for your site if a large number of clients experience
DNS errors when using the network. If you see this action on your dashboard, you need to check that all

your DNS servers are online and reachable.

ACTIONS

1 Layer 1 y
15 Connectivity

Authentication Failure

S

«

DHCP Failure

w

ARP Failure

DNS Failure

2 Other Actions

DNS FAILURE

RECOMMENDED ACTION
The following DNS servers are not responding. Please check if they are online and reachable.

Date

May 12, 2023 07:50 AM

May 9, 2023 10:23 AM

May 8, 2023 01:08 AM

v stats
Open ~
Open ~

Open ~

Y4 org A sites

Application

\_ Security

3 WAN Edge

7 Switch

DNS Failure Details

TvEUNE

e

causes oETALS

. wa Stewide mpact

wesk | mesum | aong
L gamo.only

O sie Reason Detals

O Live-Demo DNS Server 10.65.48.67 View More

O Live-Demo AP LD_Testbed_MD on WLAN Mist_loT Affects 3 Clients
O Live-Demo All WLANS failing Affects 6 Clients

Date
May 12, 2023 07:50 AM
May 7, 2023 07:19 PM

May 7, 2023 10:43 AM

¥ stats
Open ~
Open ~

Open ~
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NOTE: If you see a View More link in the DNS Failure table, click the link to open the Event Card.
For more information, see "Anomaly Detection Event Card" on page 125.

AP Actions

SUMMARY IN THIS SECTION

Use the Actions dashboard to resolve issues Offline | 104

affecting your access points (APs). Health Check Failed | 104

Non-Compliant | 105
Coverage Hole | 105
Insufficient Capacity | 107

AP Loop Detected | 108

When you click the AP button on the Actions dashboard, you'll see a list of all available actions. You can
then click an action to investigate further. Available actions are described later in this topic.

MARVIS

ACTIONS ; 2 sites

Application

1 Layer 1 Security

15 Connectivity / 9 WAN Edge

6 AP 9 Switch

NOTE: Your subscriptions determine the actions that you can see on the Actions dashboard. For
more information, see "Subscription Requirements for Marvis Actions " on page 92.
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I Offline
Marvis detects APs that are offline due to lack of power, loss of cloud connectivity, or any other issue.
Marvis can determine the scope of Offline AP actions such as these:
e Asite is down and all APs at the site have lost cloud connectivity.
e A switch is down and all APs connected to the switch have lost cloud connectivity.
e An AP is locally online (that is, the AP is heard locally but has lost cloud connectivity).
e An AP is locally offline (that is, the AP is not heard locally and has also lost cloud connectivity).

Here's an example of an Offline action where Marvis identifies three APs that are offline:

ACTIONS 4 org A sites
Clients Application
1 Layer 1 KJ \ Security
15 Connectivity 3WAN Edge

7 A

\ 4 Offline
1 Health Check Failed

\

7 Switch

P

Coverage Hole

1
N1 insuffcent Capacity AP Offline Details x
2 Other Actions 1 impacted Access Points at Westford
SaltLakesw1
OFFLINE B saltLakeNet Port: ge-0/0/22. ¥
r RECOMMENDED ACTION
For issues with individual APs, please test the cable/port or perform a factory reset. For issues with the entire syfitch/site, please check the configuration to reach the Mist cloud.
AP Offline Details X
O she aps Detalls 2impacted Access Points at Live-Demo
O Westford SaltLakeNet Locally Offline. @ (View More Id-cup-idf-d-sw4400
LD_MCB_AP Port: ge-0/0/11.
O  Live-Demo 2APs No Ip Address. (View More 8 o mcs. &
(@ simulated AP-1 Port: ge-0/0/3.

O Live-Demo 2APs Switch Id-cup-idf-a-sw2 down. View More

| Health Check Failed

Marvis reports health check failures when it detects potential hardware or software issues.
Marvis shows the Health Check Failed action for these types of issues:
e Issues that cannot be debugged, meaning that the AP needs to be replaced.

e A software issue that a newer firmware resolves. You can use the Upgrade button to upgrade the
firmware directly from this page.



NOTE: After you fix the hardware or software issue, Mist Al monitors the AP for a certain period
and ensures that it is operating normally. Hence, it might take up to 24 hours for the Health
Check Failed action to automatically resolve and appear in the Latest Updates section.

In this example, Marvis identifies an AP that failed the periodic health checks and needs to be replaced.

ACTIONS By sae

Other Action

HEALTH CHECK FAILED

Non-Compliant

Marvis monitors the firmware version running on all the APs at a site. The Non-Compliant action flags
APs running a firmware version that is older than the version running on the other APs of the same
model at the site. You can upgrade the APs from the Marvis Actions page without having to visit the

site.

After you upgrade the APs to the proper version, the Non-Compliant action automatically resolves and
appears in the Latest Updates section within 30 minutes.

Coverage Hole

The Coverage Hole action detects coverage issues at your site and provides a floor plan visual indicating
the APs experiencing these issues. You can use this visual representation to locate areas with low



coverage and make necessary improvements such as adding APs, upgrading AP models, changing the
placement of existing APs, or increasing the power output of existing APs.

NOTE: You need to have a floor plan already set up in Location Live View to take advantage of
the Coverage Hole visibility.

In the following example, Marvis pinpoints a site that is facing frequent coverage issues:

MARVIS
ACTIONS b org A sites

Clients - Application
KJ Security

1 Layer1

15 Connectivity 3WAN Edge

7AP 7 Switch
4 Offline
1 Health Check Failed
& 1 Coverage Hole
1 Insufficient Capacity
2 Other Actions
COVERAGE HOLE E2
/ RECOMMENDED ACTION
‘77 The following APs noticed frequent coverage issues around them. Please reposition or add more APs in order to provide adequate coverage.
(m} site APs. Details Date v status
O  Live-Demo Connected_to_3rd_party_Switch 5GHz View More May 7, 2023 03:42 AM Open ~
, . . _ .
Here's the floor plan visual showing the affected AP (highlighted):
01 - Office
Name Coverage SLE

[ Primary Impacted APs

@ Connected_to_3rd_party_Switch 0%
[ Impacted Neighbor APs
@ LoJsw

[ Unaffected APs

Selected Access Point x

Name | LD_JSW
MAC Address

Clients | 06 GHz, 05 GHz, 35 C
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After you fix the issue in your network, Mist Al monitors the network for a certain period and ensures
that the coverage is sufficient for the network. Hence, it might take up to 24 hours for the Coverage
Hole action to automatically resolve and appear in the Latest Updates section.

Insufficient Capacity

The Insufficient Capacity action detects capacity issues related to an abnormal increase in an AP’s
utilization. This action usually occurs when client traffic peaks significantly. Marvis provides a floor plan
visual indicating the APs experiencing capacity issues. You can use this visual representation to find the
affected APs and make design improvements.

NOTE: You need to have a floor plan already set up in Location Live View to take advantage of
the Insufficient Capacity visibility.

MARVIS

ACTIONS A sites

Clients Application
/

\
1 Layer 1 Security
~
15 Connectivity / 8 WAN Edge
‘

5AP 5 Switch

er Offline
N
N\ 1 Healtn check Failed

\
\\ 1 Coverage Hole

1 Insufficient Capacity

2 Other Actions

INSUFFICIENT CAPACITY L2

RECOMMENDED ACTION

The following APs have reduced capacity. Please check the corresponding reasons to improve the capacity

(@] site Aps Details Date ¥ staws

m] Live-Demo LD Jsw 5 GHz View More May 8, 2023 02:34 AM Open v

Here's the floor plan visual showing the affected AP (highlighted):
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AP Loop Detected

Marvis can detect a loop in your network based on the AP receiving the same packet that it sent out.
With AP-based loop detection, Marvis detects loops caused by duplicate data paths in the following
scenarios;

e Traffic from the same VLAN tunneled to the Mist Edge device and locally bridged to the switch port
to which the AP is connected.

e Traffic from the same VLAN transported through two different tunnels to a Mist Edge device.
e Port flapping caused by persistent Spanning Tree Protocol (STP) topology changes.

Marvis identifies the exact location at your site where the traffic loop is occurring and shows you the
affected switch and AP. Here's an example. You can use the View More link in the Details column to
view specific details about the issue. In this example, you can see that Marvis provides the cause for the
loop, the VLAN ID, details of the AP, and the switch to which the AP is connected,
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MARVIS

ACTIONS b 0rg R Sites > LATEST UPDATES +
Al sites v
clients Data Center/Application
| Al Actions v
[ Access Points /
0Layert / Security
Switches /
o No actions for this time span
M | Vesterday |
© s \ Yesterday
—_—
4 Connectivity / 44 WAN Edge
S wist Edges i
7 AP 0switch
@ private s6
\"
3 offine
7 e ‘\
N
\
0 Other Actions AP Loop Detected Details x
WLAN Misconfigured Details
0p caused by Duplicate WLAN I~ L7
for same AN &
AP LOOP DETECTED ¢
Ilan-123-check, GIOVLANIZS 123
 p— Nishal 5w mge0/0/23
RECOMMENDED ACTION
s Loop has been detected for below APs. Please check the WLAN mapped to the APs and 4l active ports on the connected switches.
site Reason Details Date v status
Primary Site Duplicate WLAN forwarding for same VLAN View More Oct 10, 2024 9:28:10 AM Open ~
Primary Site Duplicate WLAN forwarding for same VLAN View More Oct 10, 2024 2:16:30 AM Open

Switch Actions

SUMMARY IN THIS SECTION

Use the Actions dashboard to resolve issues Missing VLAN | 110

affecting your switches. Negotiation Incomplete | 112

MTU Mismatch | 112
Loop Detected | 113
Network Port Flap | 114
High CPU | 115

Port Stuck | 116

Traffic Anomaly | 116

When you click the Switch button on the Actions dashboard, you'll see a list of all available actions. You
can then click an action to investigate further. Available actions are described later in this topic.



ACTIONS 2 site

Application

\
il —_—
secu
_— / S —
15 Connectivity { \ 9 WAN Edge

6 AP 9 Switch

1 Layer 1

NOTE: Your subscriptions determine the actions that you can see on the Actions dashboard. For
more information, see "Subscription Requirements for Marvis Actions " on page 92.

Missing VLAN

The Missing VLAN action indicates that a VLAN is configured on an AP but not on the switch port. As a
result, clients are unable to communicate on a specific VLAN and are also unable to get an IP address
from the DHCP server. Marvis compares the VLAN on the AP traffic with the VLAN on the switch port
traffic and determines which device is missing the VLAN configuration.

In the following example, Marvis identifies two APs that do not see any incoming traffic due to a missing
VLAN configuration. Marvis also identifies the specific switches that are missing the VLAN configuration
and provides the port information, thereby enabling you to mitigate this issue with ease.



ACTIONS

Clients

Y org A Sites

1 Layer 1 y
15 Connectivity
6 AP

2 Other Actions

MISSING VLAN

site
Live-Demo

Live-Demo

0O 0O Ooo

Live-Demo

NOTE: If you need more information, you also can use the left menu to go to the Switches page.

RECOMMENDED ACTION
The below APs don't see any incoming traffic which is expected from the specified VLANs.|

switch

CORP-C-SW-1.mist.local

US-XG-6PoE

Id-cup-idf-d-desktop-1-2

G
@

Application

! Security

3WAN Edge

7 Switch

Missing VLAN
Negotiation Mismatch
Loop Detected

Port Flap

High CPU

Missing VLAN Details X

2impacted APs at CORP-C-SW-1.mist.local

CORP-C-SW-1.mist.local

B LoJsw VLANs 100, 200, 300 missing on

Connected_to_3rd_party_Switch/LANs 100, 200, 300 missing on
port Gi1/0/21.

port Gi1/0/13.

Detalls

2 APs missing VLANSs.| View More
1 AP missing VLANs. View More

1 AP missing VLANs. View More

Date
May 6, 2023 06:08 PM
May 2, 2023 04:51 AM

Apr 26, 2023 08:20 PM

¥ status

Open ~
Open ~

Open ~

There, click on the switch to view the information for each port, including VLANSs.

i
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Power Draw
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BPS 240IN
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Hostname
Username
MAC Address
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MAC ADDRESS
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Switch Configuration

Configuration is Managed by Mist

Connected
10.2.1.14 (van 1}
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0.00W

120d 3h 38m

Sep 25,2023 12:31 PM

Disable Configuration Management

After you fix the issue in your network, Mist Al monitors the switch for a certain period and ensures that
the missing VLAN issue is indeed resolved. Hence, it might take up to 30 minutes for the Missing VLAN
action to automatically resolve and appear in the Latest Updates section.

For more information about the Missing VLAN action, watch the following video:
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I Negotiation Incomplete

The Negotiation Incomplete action detects instances on switch ports where autonegotiation failures
occur. This issue can occur when Marvis detects a duplex mismatch between devices due to the
autonegotiation failing to set the correct duplex mode. Marvis provides details about the affected port.
You can check the configuration on the port and the connected device to resolve the issue.

The following example shows the details for the Negotiation Incomplete action. Notice that Marvis lists
the switch and the port on which the autonegotiation failed.

Clients Data Center/Application
0 Layer1 Security
3 Connectivity / 0 WAN Edge
1AP 2 Switch
/
(1 Negotiation Incomple...
1 MTU Mismatch
Negotiation Incomplete Details X
0 Other Actions 2 impacted ports at svla-3-wlan-sw2.
svla-3-wlan-sw2
NEGOTIATION INCOMPLETE Port: et-0/2/0.
Port: et-0/2/2.
RECOMMENDED ACTION
Auto-negotiation failures detected on the ports below. Please verify the interface configurations on each port and the connected device.
O site Switch Details Date status
] KR-Site-02 svla-3-wlan-sw2 Negotiation Incomplete on 2 Ports |View More Oct 9, 2024 1:37:56 PM Open v

After you fix the issue in your network, the Negotiation Incomplete action automatically resolves and
appears in the Latest Updates section within an hour.

| MTU Mismatch

Marvis detects MTU mismatches between the port on a switch and the port on the device that is
connected directly to that switch port. All devices on the same Layer 2 (L2) network must have the same


https://mist.wistia.com/embed/iframe/iomz6acta4

MTU size. When an MTU mismatch occurs, devices might fragment packets resulting in a network
overhead. The Details column lists the port on which the mismatch occurs.

You'll need to review the port configuration on the switch and the connected device to resolve the issue.
Here's an example of an MTU mismatch identified by Marvis.

Iy T

3 Connectivity 0 WAN Edge

1AP 2 Switch

/

1 Negotiation Incomple...

(1 MTU Mismatch

MTU Mismatch Details X
0 Other Actions
2 impacted ports at CH-BGG-SWT-CD-02.

CH-BGG-SWT-CD-02
MTU MISMATCH +
Port: et-0/1/0.

Port: et-0/1/1.

RECOMMENDED ACTION

MTU mismatch detected on the ports below. Please verify the interface configurations on eachport and the connected device.

O site Switch Details Date status

O KR-Site-02 CH-BGG-SWT-CD-02 MTU Mismatch on 2 ports| View More Oct 9, 2024 11:19:39 PM Open v

Loop Detected

The Loop Detected action indicates a loop in your network resulting in the switch receiving the same
packet that it sent out. A loop occurs when multiple links exist between devices. Redundant links are a
common cause for L2 loops. A redundant link serves as a backup link for the primary link. If both links
are active at the same time and protocols such as the Spanning Tree Protocol (STP) are not deployed
properly, a switching loop occurs.

Marvis identifies the exact location at your site where the traffic loop is occurring and shows you the
affected switches. Here's an example:
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ACTIONS Y Org A Sites

Clients - Application

1 Layer 1 J \ Security
15 Connectivity
6AP

3WAN Edge

7 Switch

3 Missing VLAN
1 Negotiation Mismatch

(1 Loop Detected

Loop Detected Details x

3impacted switches at Live-Demo
2 Other Actions

Id-cup-idf-a-sw2

LOOP DETECTED Id-cup-idf-b-sw1

[

Id-cup-idf-d-sw1_1
RECOMMENDED ACTION

Loops have been detected on the switches below. Please check all the active ports for these switches.

o site switch Details Date ¥ status

] Live-Demo 3 Switches View More May 8, 2023 05:07 AM Open ~

Network Port Flap

The Network Port Flap action identifies trunk ports that bounce persistently for at least an hour. For
example, three flaps per minute for an hour. Ports configured as trunk ports are used to connect to other
switches, gateways, or APs as individual trunk ports, or as part of a port channel. Port flapping can occur
due to a bad cable or transceiver causing one-way traffic or LACPDU exchange, or continuous rebooting
of an end device connected to the port. The following example shows the details that Marvis Actions
provides for a Network Port Flap action:

@ wveorwo Change langu|
N/ VIS
MARVIS
ACTIONS o sites
Clienss 25 Data Center/Application
T Layer1 Securty
)
16 Connectivity / = wan edge
!
AP
1 missngviAn
/
: ?
f f
[
! /
2 /“
2 Trtmc anomay (|
/
2 ther Actions D
Port Flap Details
1 mpacted port 3 Live-Demo,
NETWORK PORT FLAP I
Id-cupidfave
RECOMMENDED ACTION Portge-110/16 Client; unknown
Listed Uplink/AP connected Ports are continuously going up and down for & variey of reasans, Please change the port profie.
e switen Deiais bate v status
Lve-Demo Id-cup-idf-ve Port ge-1 /0716 Ve More) 0ct 10, 2024 6:39:06 AM
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You can disable a persistently flapping port directly from the Marvis Actions page. In the Network Port
Flap actions section, select the switch on which you want to disable a port and click the DISABLE PORT
button.

The Disable Port page appears, listing the ports that you can disable. You cannot select a port if it is
already disabled (either previously through the Actions page or manually from the Switch Details page).

When you disable a port, the port configurations on the selected ports change to disabled and the ports
go down. After you fix the issue, you can re-enable these ports by editing the port configuration on the
Switch Details page. After you re-enable the ports, you can reconnect the devices to the ports.

After you fix the issue in your network, the Port Flap action automatically resolves and appears in the
Latest Updates section within an hour.

| Highcpu

Marvis detects switches that constantly have high CPU utilization. Various factors can cause high CPU
utilization: multicast traffic, network loops, hardware issues, device temperature, and so on. The High
CPU action lists the switches, the processes running on the switch along with the CPU utilization rate,
and the reason for the high utilization. In the following example, you see that the fxpc process has high
CPU utilization, and the cause for the high utilization is the use of noncertified optics on the switch:

ACTIONS t Org A Sites
Clients - Application
1Layer 1 y \ Security
15 Connectivity 3WAN Edge
6AP High CPU Details X
1 impacted switch at Live-Demo.
Id-cup-idf-a-sw22
Process: fxpe PID: 77180
onsuming higher CPU cycles, this s related to the
ertified Optics on the switch
2 Other Actions Process: cli PID: 90512
Avg CPU: 10%
Process: sh PID: 86268
Avg CPU: 5%
HIGH CPU sh process is consuming high CPU, you can terminate the process 1
using PID above
RECOMMENDED ACTION
CPU utilization is consistently high on the switches below. Please verify the processes affecting the switch and corresponding recommendations.
w] site switch Detalls Date v status

O LiveDemo Id-cup-idf-a-sw22 CPU usage 95% [View More May 6, 2023 03:42 PM Open ~


https://mist.wistia.com/embed/iframe/rkux3jldol
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I Port Stuck

The Port Stuck action detects a difference in traffic pattern on a switch port, such as no transmitted or
received packets, indicating that the client connected to the port is not operating normally. In the
following example, you'll see that Marvis Actions recommends that you bounce the port and verify if the
client starts operating normally. Notice that in addition to the port number, Marvis also lists the client (in
this case, a camera) that is connected to the port and the associated VLAN.

ACTIONS

nnnnnnnnnnnnnnn

PORT STUCK

nnnnn

......

I Traffic Anomaly

Marvis detects an unusual drop or increase in broadcast and multicast traffic on a switch. It also detects
any unusually high transmit or receive errors. Like the Anomaly Detection view for connectivity failures,
the Details view shows a timeline, the description of the anomaly, and details of the affected ports. If
the issue affects an entire site, Marvis displays the details of the affected switches and port details for

each affected switch.

ACTIONS

42 Application.

nnnnnn
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https://youtu.be/diXLasM6RWU

WAN Edge Actions

SUMMARY IN THIS SECTION
Use the Actions dashboard to resolve issues MTU Mismatch | 117
affecting your WAN Edge devices. Bad WAN Uplink | 118

VPN Path Down | 119
Non-Compliant | 120

When you click the WAN Edge button on the Actions dashboard, you'll see a list of all available actions.
You can then click an action to investigate further. Available actions are described later in this topic.

MARVIS

ACTIONS 2 site

Application

1 Layer 1

15 Connectivity [ \ 9 WAN Edge

6 AP 5 Switch

NOTE: Your subscriptions determine the actions that you can see on the Actions dashboard. For
more information, see "Subscription Requirements for Marvis Actions " on page 92.

MTU Mismatch

Marvis detects MTU mismatches between a port on the WAN Edge device and a port on the directly
connected device. All devices on the same Layer 2 (L2) network must have the same MTU size. When an
MTU mismatch occurs, devices might either fragment packets resulting in a network overhead or discard
packets. The Details column lists the port on which the mismatch occurs. You'll need to review the port
configuration on the WAN edge device and the connected device to resolve the issue.



ACTIONS Ay Sites

15 Connectivity \ 9 WAN Edge
] !

6AP 9 Switch

Application

1 Layer 1 Security

.

2 Other Actions

MTU MISMATCH 4

RECOMMENDED ACTION

Auto-negotiation failures detected on the ports below. Please verify the interface configurations on each port and the connected device.

site WAN Edge Details Date ¥ stats

Live-Demao LD_CUP_SRX_1 MTU Mismatch on Port ge-0/0/3 Jan 5,2024 1:01:52 PM Open ~

Bad WAN Uplink

The Bad WAN Uplink action identifies instances where the uplink interfaces on your Juniper Networks®
SRX Series Firewall or Session Smart™ Router are experiencing issues. Marvis identifies interface-related
issues (such as cable issues, congestion) or it could be network-related (high latency, packet drops, and
jitter). These issues can cause poor user experience and result in an unhealthy WAN link. You might see
errors in the overlay even though there are no issues in the underlay.

When you see a Bad WAN Uplink action, we recommend that you check the uplink connection on your
device to troubleshoot the issue. Marvis highlights the issue indicating the need to check the connection
as shown in the following example:



MARVIS

ACTIONS A sites

Clients - Application

_J [\ ;

15 Connec tivity / \ 8WAN Edge

|
I
)
3 Bad WAN Uplink /|

5 VPN Path Down

2 Other Actions

[

BAD WAN UPLINK

RECOMMENDED ACTION
The following uplink interfaces have been experiencing issues & are unhealthy. Please check their connection

O siee WAN Edge Details Date ¥ stas
O  Live-Demo LD_CUP_BACK_UP_SRX Port ge-0/0/0 May 8, 2023 02:25 AM Open v
m] Live-Demo seattlesite1 Port eth3-wan2 - ISP DHCP Failure May 6, 2023 01:10 PM Open v

O Live-Demo saltlakecity-branch1 Port Ite - Poor LTE Signal Strength May 5, 2023 10:26 PM Open ~

Poor LTE connectivity can cause uplink issues. For a bad LTE WAN link, Marvis shows a timeline of
affected clients and signal strength. This timeline view is like the Anomaly Detection view for
connectivity failures. Marvis automatically finds and displays the worst signal strength metric during this
time. Marvis displays any one of the following signal strength metrics:

e Received signal strength indicator (RSSI)
e Reference Signal Received Power (RSRP)
e Signal-to-noise ratio (SNR)

After you fix the issue in your network, Mist Al monitors the WAN link for a certain period of time to
see if users are experiencing any issues. Hence, it might take up to 24 hours for the Bad WAN Uplink
action to automatically resolve and appear in the Latest Updates section.

VPN Path Down

Marvis monitors the VPN paths that are associated with WAN edge nodes (Juniper Networks® SRX
Series Firewall or Session Smart™ Router) in the overlay network. If all VPN tunnels or peer paths
towards a hub go down, Marvis displays the VPN Path Down action so that you can take immediate
action. In the following example, Marvis reports that a hub gateway is down. Notice that Marvis
provides detailed information such as the impacted sites, applications, and clients.



ACTIONS Y Org A Sites

Clients Application

/ VPN Path Down Details X
1 Layer1 1 Impacted Path at Saltlake
saltlakecity-branch1 => Ite => bostonsite1 => broadband
—
15 Impacted Apps
15 Connectivity 8]  Airbnb
Apple
SAP 5 Switch AWS
DNS Google
Fastly
Google
3 Bad WAN Upli Hulu
5 VPN Path Dowr iCloud backup
Microsoft
Microsoft Outlook
2 Other Actions
Netflix
Office365
Roku
VPN PATH DOWN
Ubuntu
Youtube
RECOMMENDED ACTION
The following VPN paths are seen to be offline & impacting the respective peer paths. Please check their connection. lz Impacted Clients
O site WAN Edge Details Date ¥ status
O 1.Boston-HA-DataCenter bostonsite1 Hub Gateway Down| View More May 9, 2023 01:16 AM Open ~
O saltlake saltlakecity-branch1 Extended VPN Path Down View More May 8, 2023 07:09 PM Open ~
O saltiake saltlakecity-branch1 Spoke Gateway Down View More May 8, 2023 06:05 PM Open ~

For SSR Series Routers, the VPN Path Down action lists the specific type of peer path that is down:

Spoke Interface Unreachable—All the peer paths originating from a spoke interface are down as the
interface is down.

e Spoke Gateway Unreachable—All the paths originating from a spoke are experiencing a peer path
down issue.

e Hub Gateway Unreachable—All the paths terminating at a hub are experiencing a peer path down
issue.

e Hub Interface Down—All the paths to a hub interface are down as the hub interface is down.

After you fix the issue in your network, Mist Al monitors the VPN path for a certain period of time to
see if users are experiencing any issues. Hence, it might take up to 24 hours for the VPN Path Down
action to automatically resolve and appear in the Latest Updates section.

Non-Compliant

Marvis monitors the Junos OS version running on the primary and backup partitions on SRX Series
devices at a site. The Non-Compliant action flags an SRX device if the Junos OS version on the backup
partition is different from the version running on the primary partition.

The following example shows the details for the Non-Compliant action. You can click the View More link
to view the details.



ACTIONS g A Sites
Clients - Data Center/Application
[
() Access points / /
0 Layer1 / Security
switches
(&) waN Edges
0 Connectivity 1 WAN Edge
S wist Edges |
0AP 0 switch
F il
aol] Anaiytics
&b site
{1_Non-compliant

B Testing
@ organization

0 Other Actions

NON-COMPLIANT +
RECOMMENDED ACTION
Please send WAN Edge logs to Mist and contact customer support for further assistance.
o site WAN Edge Details Date Status.
(] Srx3005A Srx3005A Backup Firmware Version Mismatch View More Oct 9, 2024 12:40:26 PM Open ~
In Progress
Resolve

After you upgrade the backup partition on the SRX Series device to the proper version, the Non-
Compliant action automatically resolves and appears in the Latest Updates section within 30 minutes.

Data Center/Application Actions

If you manage your enterprise network with Juniper Mist and your data centers with Juniper Apstra, you
can click the Data Center/Applications Action button in Marvis to quickly view what the Marvis Virtual

Network Assistant for Data Center has collected.

MARVIS

ACTIONS

A, Sites

Clients

1 Data Center/Application

0OLayer1

I\

0 Connectivity / \ 0 WAN Edge

0AP 0 Switch

Security
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NOTE: Before the Data Center/Application button will work, you must perform some
configuration in both your Mist portal and your Juniper Apstra Cloud Services portal. See Access
Apstra Cloud Services.

Unlike the other actions on this page which expand in place, the Data Center/Application action button
launches a new browser window or tab that opens to the Marvis Actions page in your Juniper Apstra
Cloud Services portal. See Figure 1 on page 122.

NOTE: To launch Apstra Cloud Services portal, you need a user role that provides access to
Marvis Actions (organization-level view).

Figure 2: Marvis Actions Page on Juniper Apstra Cloud Services Portal

ACTIONS Astes > LATEST UPDATES 4

aaaaaaaaaaaaaaaaa
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RELATED DOCUMENTATION

https:/www.juniper.net/documentation/us/en/software/mist/mist-management/topics/task/mist-
to-apstra-link.html

https:/www.juniper.net/documentation/us/en/software/juniper-apstra-cloud-services/user-guide/
topics/concept/datacenter-assurance-overview.html


https://www.juniper.net/documentation/us/en/software/mist/mist-management/topics/task/mist-to-apstra-link.html
https://www.juniper.net/documentation/us/en/software/mist/mist-management/topics/task/mist-to-apstra-link.html
https://www.juniper.net/documentation/us/en/software/mist/mist-management/topics/task/mist-to-apstra-link.html
https://www.juniper.net/documentation/us/en/software/mist/mist-management/topics/task/mist-to-apstra-link.html
https://www.juniper.net/documentation/us/en/software/juniper-apstra-cloud-services/user-guide/topics/concept/datacenter-assurance-overview.html
https://www.juniper.net/documentation/us/en/software/juniper-apstra-cloud-services/user-guide/topics/concept/datacenter-assurance-overview.html

Other Marvis Actions

SUMMARY IN THIS SECTION

Use the Actions dashboard to resolve issues with Persistently Failing Clients | 123

persistently failing clients. Access Port Flap | 124

When you click the Other Actions link on the Action dashboard, all available actions appear. Currently
there are two types of actions for this category: Persistently Failing Clients and Access Port Flap.

MARVIS

ACTIONS A sites

/N \\
1Layer 1 \ ‘\\ Security
S Connectivi

2 Other Actions

NOTE: Your subscriptions determine the actions that you can see on the Actions dashboard. For
more information, see "Subscription Requirements for Marvis Actions " on page 92.

Persistently Failing Clients

Marvis identifies wired or wireless clients that continuously fail to connect due to a client-specific issue;
that is, the scope of failure isn’t the access point (AP), switch, wireless LAN (WLAN), or server. The
failure can be due to authentication failures from entering the wrong preshared key (PSK) or failures
caused by incorrect 802.1x configuration. Marvis displays the list of clients experiencing a failure and
the WLANSs they are trying to connect to.
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NOTE: After you fix this issue, the Persistently Failing Clients action automatically resolves
within an hour. As this action is considered low priority, Marvis does not list the Persistently
Failing Clients action in the Latest Updates section or on the Sites tab.

Access Port Flap

The Access Port Flap action identifies ports that bounce persistently over a short time interval,
indicating that a port or connected wired client has an issue. A port flap can occur due to unreliable
connections, continuous rebooting of a device connected to the port, or incorrect duplex configurations.
The following example shows the details that Marvis Actions provides for an Access Port Flap action:


https://mist.wistia.com/embed/iframe/9jouwp2rru

@ oo
MARVIS

Change lan

ACTIONS Ay sites
=
Clients

26 Data Center/Application

1 layer 1 \ N

N - Security

15 Connectivity \ 2WAN Edge

SAP 8 Switch

1 Other Action 1_Access Port Flap

Port Flap Details x

1impacted port at Live-Demo.

ACCESS PORT FLAP

Id-cup-idf-d-vC

Port ge-1/0/16 Client: unknown
RECOMMENDED ACTION

Listed Uplink/AP connected Ports are continuously going up and down fo/a variety of reasons. Please change the port profile.

110f1

Site Switch Details Date Status

Primary Site 4100-1 Port ge-0/0/0View More Oct 6, 2024 4:21:59 PM

Anomaly Detection Event Card

SUMMARY

Use the Anomaly Detection Event Card for additional information about issues and actions.

The Anomaly Detection Event Card provides a more detailed diagnosis about the anomalies for some of
the actions that Marvis suggests. The Event Card is available for these types of failures:

e Authentication Failures
e Domain Name System (DNS) Failures
e Dynamic Host Control Protocol (DHCP) Failures

Watch this video to see an example.



126

If an event card is available, you'll see a View More link, as shown in this example.

AUTHENTICATION FAILURE

RECOMMENDED ACTION

The following sites have authentication failures. Please check the reason and details for each.

O Site Reason Details

O Live-Demo WLAN Corp View Maore

O Live-Demo WLAN Mist_loT Affects 5 Clients
O Live-Demo WLAN Mist_loT Affects 4 Clients
O Live-Demo 2 switches Affects 9 Clients

When you click View More, the card appears in a pop-up window. Here's a sample event card for an
authentication failure.

Authentication Failure Details x

TIMELINE &, Anomaly i Failures T Impacted Chents

it T

SUMMARY CAUSES DETAILS

Jan 5

S AuTH WLAN Sitewide Impact

The event card includes these sections:

¢ Timeline—The number of failure events at each point in time. Marvis highlights the anomalies with a
magnifying glass icon. Click the icon to select an anomaly and view the details.

o Summary—A description of each anomaly and the most likely cause. It also indicates if the clients
mostly failed on a certain radio band, access point (AP), or wireless LAN (WLAN). You can select
different anomalies by clicking their titles.


https://youtu.be/diXLasM6RWU

e Causes—A graphical representation of the relative impact of the AP, WLAN, and radio band. The size
of the circle indicates the correlation to failure, and the positions on the graph show the Failure
Likelihood and the sitewide impact. You can click a device to display the information in the Details
section.

e Details—A list of the impacted devices. The details change when you click a device type in the
Causes graph. For example, click the AP icon in the graph to see the details for the APs.

Access Points Deployment Assessment

IN THIS SECTION

Overview | 127

Juniper Mist Tools | 128

Wireless SLE Analysis | 132

RF Health and Utilization Dashboard in Premium Analytics | 134

Recommendations | 136

Overview

Read this topic to understand how to evaluate the sufficiency of the access points deployed at your site
using Juniper Mist's Marvis Actions, Wireless Service Level Expectation (SLE), and RF Health and
Utilization dashboard in Premium Analytics. You can use the details that are covered in this topic to
determine if additional access points are required for optimal connectivity and user experience.

Methodology

Use the following tools and features to conduct the assessment:

e Marvis Actions: Utilize Marvis, the virtual network assistant, to analyze network issues, troubleshoot
problems, and optimize performance.

o Wireless SLE: Monitor key performance indicators related to coverage, roaming, throughput, and
capacity to gauge the effectiveness of the current access point deployment.



¢ RF Health and Utilization dashboard in Premium Analytics: Evaluate the radio frequency (RF) health,
interference, and utilization to identify potential areas of improvement in the wireless network.

Assessment Criteria

The assessment will focus on the following aspects:

1. Signal Coverage: Analyze the signal strength and quality across the site to ensure comprehensive
coverage and minimal dead zones.

2. Roaming Performance: Assess the seamless transition of client devices between access points to
maintain uninterrupted connectivity.

3. Throughput Analysis: Evaluate the data transfer speeds and capacity to accommodate the expected
user load and application demands.

4. RF Health and Utilization: Monitor RF health, interference, and spectrum utilization to optimize the
performance of the wireless network.

Juniper Mist Tools

Juniper Mist™ is a subscription-based service. For more details about Juniper Mist subscriptions, see
Juniper Mist Subscriptions and Subscription Requirements for Marvis Actions.

Marvis Actions

In order to ensure optimal network performance and coverage, it is essential to regularly assess the
sufficiency of the Access Points (APs) deployed within your network. By leveraging the Marvis Actions in
Juniper Mist portal, you can efficiently identify and address any issues affecting your APs.

To view the Marvis Actions dashboard, select Marvis > Marvis Actions from the left menu.

When you click the AP button on the Actions dashboard, you'll see a list of all available actions. You can
then click an action to investigate further.


https://www.juniper.net/documentation/us/en/software/mist/mist-management/topics/concept/subscriptions.html
https://www.juniper.net/documentation/us/en/software/mist/mist-aiops/topics/ref/marvis-actions-subscriptions.html

Figure 3: Marvis Actions
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See Marvis Actions Overview for details.

Offline AP Detection

Marvis can detect APs that are offline due to various reasons, such as power loss or loss of cloud
connectivity. This report indicates a need for further investigation or potential troubleshooting to
restore connectivity.

Investigate the Offline AP action on the Actions dashboard to address any APs that are showing as
offline. This report help in restoring network connectivity and ensuring seamless operation.

If Marvis identifies multiple APs as offline, it signals the need for immediate attention to resolve the
connectivity issues impacting network performance.

Health Check Failures

Health check failures reported by Marvis might indicate underlying hardware or software issues
affecting APs within the network. Swift action is required to rectify these issues to prevent any network

disruptions.

Use the Health Check Failed action to investigate and address any APs experiencing health check
failures. Consider hardware replacement or firmware upgrades as necessary steps to resolve the issue.

An AP that continuously fails health checks may need to be replaced or have its firmware upgraded to
ensure proper functioning within the network.


https://www.juniper.net/documentation/us/en/software/mist/mist-aiops/topics/concept/marvis-actions-overview.html

Non-Compliant Firmware

The Non-Compliant action flags APs running outdated firmware versions compared to other APs of the
same model at the site. Updating firmware is crucial to ensure security, stability, and performance
improvements.

Upgrade the firmware of Non-Compliant APs from the Marvis Actions page to align with the latest
version. This step helps in maintaining consistency across APs and mitigating potential vulnerabilities.

A prompt upgrade of firmware on Non-Compliant APs can enhance network security and performance,

ensuring all APs operate optimally within the network.

Coverage Hole Detection

The Coverage Hole action identifies areas within your network experiencing poor coverage, allowing
you to optimize placement and configuration of APs to improve network efficiency.

MARVIS

ACTIONS g A Sites

Clients Application
|
/

1 Layer 1 \ Security
—
{
15 Connectivity 3 WAN Edge

I
7AP
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\>~4 Offine
\\
I\

\1_coverage Hole

1 Health Check Failed

N1 Insufficient Capacity

2 Other Actions

[

COVERAGE HOLE

RECOMMENDED ACTION
The following APs noticed frequent coverage issues around them. Please reposition or add more APs in order to provide adequate coverage

(m} site APs Details Date ¥ status

O Live-demo Connected_to_3rd_party_Switch 5GHz View More May 7, 2023 03:42 AM Open ~

Utilize the floor plan visual provided by Marvis to pinpoint areas with coverage issues and take
necessary steps such as adding APs, adjusting placements, or increasing power output to address the

coverage gaps.
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By identifying and resolving coverage holes promptly, you can enhance network connectivity and user
experience, ensuring seamless communication across all areas.

Insufficient Capacity Alert

The Insufficient Capacity action detects capacity issues arising from increased utilization, especially
during peak client traffic. Addressing capacity constraints is vital to maintain network performance and

avoid congestion.

MARVIS
ACTIONS Y org A Sites
Clients Application
1 Layer 1 KJ——‘ & Security
15 Connectivity 8 WAN Edge
5AP 5 Switch

2 Offline
1

Health Check Failed

Coverage Hole

T

Insufficient Capacity

2 Other Actions.

INSUFFICIENT CAPACITY

A RECOMMENDED ACTION
V The following APs have reduced capacity. Please check the corresponding reasons to improve the capacity
(m] site APs. Detalls Date ¥ status
O Live-Demo LD_JswW 5GHz View More May 8, 2023 02:34 AM Open ~

Analyze the floor plan visual provided by Marvis to identify APs experiencing capacity issues and make
design improvements to alleviate congestion and optimize network capacity.
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Wireless SLE Analysis

Juniper Mist uses Service Level Expectations (SLEs) to measure user experiences, with customizable
thresholds for factors like throughput, capacity, and device health. If experiences fall short, Juniper Mist
identifies the root causes and provides detailed information for resolution. The SLE dashboard offers a
quick overview of service levels and issues needing attention.

See Wireless SLEs Dashboard for more information.

Select Monitor > Service Levels from the left menu, and then click the Wireless button.


https://www.juniper.net/documentation/us/en/software/mist/mist-aiops/shared-content/topics/concept/wireless-sle-overview.html
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Use the following SLE to assess your users' experiences with signal strength, throughput, RF channel
capacity, roaming between APs, and APs availability.

1. Signal Coverage: Analyze the Received Signal Strength Indicator (RSSI) and signal quality data to
identify areas with weak coverage or potential signal asymmetry.

2. Roaming Performance: Evaluate the success rate of client device roams between access points and
identify any issues related to latency or signal stability.

3. Throughput Analysis: Assess the estimated per-client throughput and investigate any capacity or
coverage-related constraints impacting user experience.

4. Capacity Analysis: Review the RF channel capacity availability and potential limitations due to
interference or client usage.



5. AP Health Status: Track AP health to assess your users' experience with AP availability. Get
percentage of time the APs are operational without rebooting or losing connectivity to the cloud.

RF Health and Utilization Dashboard in Premium Analytics

The RF Health and Utilization dashboard provides long-term radio frequency (RF) health and utilization
pattern for your network. With the information, you can analyze channel utilization trends for different
radio bands across various sites, floors, and access points (APs), ensuring optimal performance and
capacity planning.

In Juniper Mist portal, click Analytics > Premium Analytics. On the Premium Analytics page, click RF
Health and Utilization.
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Average Neighbour AP Count

This value indicates the average number of Juniper APs at the site that can detect each other. A high value indicates a dense deployment, while a low value indicates a
sparse deployment. The optimal value should fall within the range of 3to 5.
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Average Co-Channel Neighbour Count

This value indicates how many APs are broadcasting the same channel. It is the average for all Juniper AP in the site. A high number here can explain frequent co-channel
interference on the site. Individually, RRM on the APs will try 1o manage co-channel interference, but site-wide, it can indicate something like high AP density.
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Here you can analyze channel utilization trends for different access points (APs).
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SLE Coverage and Capacity: This report evaluates the SLE coverage and capacity across APs and sites,
identifying sites with poor signal strength, high interference, or coverage gaps. By analyzing these
metrics, you can determine where additional APs are needed to improve coverage and signal quality.

Average Neighbor AP Count: This value indicates the average number of APs at the site that can detect
each other. A high count signifies a dense deployment, while a low count indicates a sparse deployment.
Ideally, the value should range between 3 and 5 for optimal performance.

Average Co-Channel Neighbor Count: This value represents the number of APs broadcasting on the
same channel, averaged across all Juniper APs at the site. A high count suggests frequent co-channel
interference on the site. While individual APs use Radio Resource Management (RRM) to mitigate
interference, a high site-wide count points to broader density challenges.

By using RF health and utilization data, you can make informed decisions about where to place new APs
to balance the network load and enhance overall performance.

See RF Health and Utilization for details.

Recommendations

Based on the assessment findings, the following recommendations are proposed:

e Optimize the placement and configuration of existing access points to improve signal coverage and
address any identified dead zones. See Access Point Placement for Location Services

¢ Implement recommended actions provided by Marvis to address ongoing network issues and
enhance overall network performance. See Marvis Actions Overview.

e Consider the deployment of additional access points in areas with high client density or limited
coverage to improve user experience and accommodate growing demand.

e Mitigate any identified RF interference sources and optimize spectrum utilization to ensure a healthy
RF environment for the wireless network.

Regularly monitoring and addressing the actions highlighted by Marvis can help you maintain an efficient
and reliable network infrastructure. This action ensures that the deployed APs are functioning optimally
and meet the demands of your network environment.

AP Actions | 103

Service Level Expectations (SLE) | O


https://www.juniper.net/documentation/us/en/software/mist/mist-analytics/topics/topic-map/premium-analytics-rf-health.html
https://www.juniper.net/documentation/us/en/software/mist/location-services/topics/concept/mist-loc-svc-ap-placement-guidelines.html
https://www.juniper.net/documentation/us/en/software/mist/mist-aiops/topics/concept/marvis-actions-overview.html
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Marvis Minis Overview

SUMMARY IN THIS SECTION
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What Is Marvis Minis?

Marvis Minis is a network digital twin, which uses your network infrastructure to assess the network
connectivity and service reachability of your network. By proactively simulating user connections
through an access point (AP), Marvis Minis can help detect and resolve issues before they impact users.
Marvis Minis is always on and can be initiated on-demand.

Marvis Minis runs validations automatically at regular intervals. Marvis can also trigger Marvis Minis
validations automatically when it observes any imminent network service failures—even when users
aren't connected to the network. If Marvis Minis observes a network service failure, it revalidates the
failure and expands the validation scope of the failure to other APs and switches. By expanding the
validation scope, Marvis Minis can identify the overall impact of the issue—that is, whether the issue
impacts an entire site, a specific switch, WLAN, VLAN, server, or AP. Marvis Minis automatically scopes
and validates any changes (such as new device additions, configuration changes, and so on) related to
APs, switches, and WAN Edges.

Marvis Minis can run the validation across multiple sites in an organization or on a single site. Marvis
automatically learns about the active APs, VLANs, and the applications that are being used on each site.
This capability helps Marvis Minis to validate all user VLANs and specific APs without having to validate
all APs. Data from Marvis Minis also serves as an additional source of information for Marvis.

Dynamic packet capture, client insights, and Marvis Actions provide insights and details of a failure. With
these insights, you can identify the scope of the failure and resolve issues such as users being unable to
connect to the network. By simulating actual user experience in a constant contextual learned scope,
Marvis Minis identifies and resolves the same issue without putting additional stress on network



services. For example, consider a site with 2000 APs connected to 200 switches. Marvis triggers Marvis
Minis on approximately 200 APs. Based on the failure that Marvis Minis observes, it expands the
validation scope to other APs only if necessary. This capability ensures that the network services do not
experience additional load.

This video provides an introduction to Marvis Minis.

Software Requirements

All Juniper Mist™ AP models support Marvis Minis. Marvis Minis is enabled by default on APs running
firmware version 0.14.29313 and later. Marvis Minis does not require any additional software or
external sensor hardware.

NOTE: All APs in the site must run firmware version 0.14 or later for Marvis Minis to run
validations.

Subscriptions for Marvis Minis

Marvis Minis does not require a separate subscription. Any organization with an active Marvis for
Wireless subscription is automatically entitled for Marvis Minis support.

Marvis Minis Tests

Marvis Minis learns all the APs, WLANSs, switches, and active VLANSs in a site and automatically creates
the tests to run. Marvis Minis builds and updates its testing scopes for any new additions or changes in
the site such as adding new APs, WLANSs, or VLANS.

Marvis Minis runs validations when all the APs in the site are running firmware version 0.14.29313 or
later. The automatic validations are run on an hourly basis. You can also trigger a Marvis Minis validation
manually by using the Test Now button on the Marvis Minis site-level page.


https://www.youtube.com/watch?v=cU02MNzUR74

Marvis Minis updates the scope every hour based on the active client VLAN and RRM details. The
Marvis Minis validation scope includes only the WLAN-to-VLAN mapping if no clients are connected to
the network.

Marvis Minis validates the following network services for all the active VLANs on the enabled wireless
LANSs to ensure that the site is operational:

e Dynamic Host Configuration Protocol (DHCP)
e Address Resolution Protocol (ARP)

e Domain Name System (DNS)

e Application reachability

Marvis Minis simulates a user connection on active user VLANSs and validates the connectivity process
using the following steps:

1. Sends a DHCP request for a client VLAN and reports whether the VLAN obtains an IP address. The
AP sends both broadcast discovers and unicast renews.

2. Generates an ARP request for the gateway.
3. Resolves DNS queries against all the DNS server IP addresses received in the DHCP offer.

4. Verifies Internet reachability by validating application reachability. Marvis Minis verifies application
reachability by using default Internet connectivity URLs such as captive.apple.com,
connectivitycheck.gstatic.com, office.com, and teams.microsoft.com. Marvis Minis also validates
reachability for Office365. You can define custom user applications in the organization or site
settings.

5. Explicitly releases the DHCP lease on the tested VLAN.

NOTE: When the client VLAN is the same as the AP management VLAN, the AP would have
obtained an IP address already and resolved ARP. In such a scenario, Marvis Minis validates only
DNS and application reachability as part of the preconnect failure checks. It does not send a
DHCP request, nor does it revalidate ARP resolution for the AP management VLAN.

Here is an example that shows the Marvis Minis dashboard for this scenario. Notice that Marvis
Minis reports the status for only DNS and Application for the site KR-Site-01. If you hover your
mouse over DHCP and ARP, you'll see the status as Not Validated.
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Marvis™
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anl] Analytics
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@ Monitor
Marvis™
2, Clients

(] Access points
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MarV|S M|n|s Entire Org ~ Last 7 Days v

150

100

50

0
Feb 19 Feb 20 Feb 21 Feb 22 Feb 23 Feb 24 Feb 25 Feb 26
T 1 7
Failed Sites  Live Minis Tests  Active Marvis Actions
a raors
site AP Tests Marvis Actions DHCP ARP DNs Application
KR-Site-02 1AP 457 2 DHCP ARP DNS Application
KR-Site-03 1AP 448 1 Status: Not Validated ARP NS Application
KR-Site-01 1AP 207 2 DHCP ARP DNS Application
KR-Site-05 1AP 182 2 DHCP ARP DNS Application
' . . . .
Here's the detailed view when you click the site.
< Marvis Minis : Feb 26, 2024 9:05:32 PM
Run Start Time Duration Progress Result site AP Created By
Feb 26, 2024 9:05:32 PM 00:00:33 Complete Success KR-Site-01 1/1 APs Marvis
£= Table E2
1-10f1
Status: Not Validated

ap Switch VLAN LLDP Port ID LLDP Port Description Time
KR-01-1-01 0c:81:26:¢7:05:b6 1 518 ge-0/0/4 DHCP  ARP  DNS  Application Feb 26, 2024 9:05:36 PM

(&) wan edges

If Marvis Minis detects any failure in DHCP, ARP, DNS, and application reachability on any VLAN, it
performs the following checks to understand the scope of failure—whether it is limited to an AP, a
switch, or an entire site:

1. Retests the connectivity on the failed AP.

2. Tests whether the issue occurs on another AP connected to the same switch.

3. Tests whether the issue occurs on an AP connected to a different switch.

4. Verifies whether the failure scope is limited to an AP, a switch, or a site for that VLAN.

In the following example, a site has 17 APs connected across 6 switches. The validation scope includes 6
APs - one AP connected to each switch and the relevant VLANS.
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@ Monitor ACCESS POintS Office [PRODUCTION] v Inventory || Create Wireless Networks | | ClaimAPs | = &

et 17 7 5 12

Access Points  Wireless Clients ~ AP24 AP45

100% 100% Versmncnmpliancel AL Redundancy Score

[}
2, clients

[®] Access points

Switches ar
(&) wan Edges 1170f17
S O st Name MAC Address LLop Name A PAddress  LLDPPortiD Version  Model EthPortSpeed  LLOP Port Description Uptime No.clie
m] B Connected JADE - Harry -AP24 00:3e:73:12:cd:39  Rivendell-EX2300-HARRYSDESK 10.2.28.142 ge-0/0/2 0.14.29171 AP24 eth0 1000mbps ge-0/0/2 17d2h19m 0
R private s O @ Connected JADE - Rakesh - Rev.3 00:3e:73:07:¢6:67 Rivendell-ex4400-1_tiny_closet 10.2.28.146 mge-0/0/13 0.14.29171 AP24 eth0 2500mbps mge-0/0/13 17d2h18m 1
<7 Location O @ Connected JADE - Rakesh -AP24 00:3e:73:12:cd:3e  Rivendell-ex4400-1_tiny_closet  10.2.28.90 mge-0/0/5 0.14.29171 AP24 eth0 2500mbps mge-0/0/5 13dohsm 0
O B Connected JADE - Saaketh-AP24 00:3e:73:12:cd:6b  Rivendell-exd400-1_tiny_closet  10.2.28.141 mge-0/0/32 0.14.29171 AP24 eth0 2500mbps mge-0/0/32 17d2h19m 0
anl] Anayis O @ Connected JEWEL - Near Kevin d4:20:b0:f1:03:25  Rivendell-ex4400-1_tiny_closet  10.2.28.117 mge-0/0/10 0.14.29171 AP45 eth0 2500mbps mge-0/0/10 17d2h7m 0
& site O B Connected JADE - Near Raj -AP24 00:3e:73:12:cd:43  Rivendell-ex4400-APFW-2 10.2.28.89 mge-0/0/39 0.14.29171 AP24 eth0 2500mbps mge-0/0/39 17d2h18m 0
@o ; O @ Connected JEWEL - Mist: KITT 28:32:79:32:b0:75 Rivendell-ex4400-APFW-2 10.2.28.139 mge-0/0/41 0.14.29171 AP45 eth0 5000mbps mge-0/0/41 17d2h6m 2
rganization
: O @ Connected JEWEL - MIST: Hal d4:20:b0:f1:04:ec  Rivendell-ex4400-APFW-2 10.2.1.26  mge-0/0/40 0.14.29171 AP45 eth0 5000mbps mge-0/0/40 13dohsm 0
O B Connected JEWEL - Marvis d4:20:b0:f1:08:f7  Rivendell-ex4400-APFW-2 10.2.28.118 mge-0/0/36 0.14.29171 AP45 eth05000mbps mge-0/0/36 17d2h7m 0
m] B Connected JEWEL - NEAR Parshuram - AB  a8:3a:79:a9:f7:fc  Rivendell-ex4400-APFW1 10.2.28.116 mge-0/0/5 0.14.29171 AP45 eth0 2500mbps mge-0/0/5 17d 2h 5m 0
O @ Connected JEWEL - NEAR Allen d4:20:b0:f1:04:4c  Rivendell-ex4400-APFW1 10.2.28.140 mge-0/0/27 0.14.29171 AP45 eth0 2500mbps mge-0/0/27 17d2h7m 0
O B Connected JEWEL - Mist: wall-e 28:32:79:32:b0:e8  Rivendell-exd400-brk_svr_MP  10.2.21.37 mge-0/0/47 0.14.29171 AP4S eth0 5000mbps mge-0/0/47 17d2h6m 0
O @ Connected JEWEL - SALES 38:32:79:32:b1:1a Rivendell-exd400-brk_svr_MP  10.2.21.36 mge-0/0/46 0.14.29171 AP45 eth0 5000mbps mge-0/0/46 17d2h6m 1
O B Connected JEWEL - Mist: Conference Room  a8:3a:79:32:b0:f7  Rivendell-ex4400-midsrv 1023114 mge-0/0/37 0.14.29171 AP45 eth05000mbps mge-0/0/37 10d 2h 7m 3’

The Switches > Topology page shows the six switches to which the APs are connected.

@ wonitor B Switches Office [PRODUCTION] Ust  Topology Location Q | [ inventory | | Claim Switches | ©

(@) marvis~

Do

6 (17 A~ 56

Clients
Access Points
Switches

\+) WAN Edges [5] Rivendell-EX2300-HARRYSD.

ivendell-ex4400-1_tiny_clo...

Mist Edges

= = [55] Rivendell-ex4400-APFW-2
</ Location ( [7] office [PRODUCTION]
N [5] Rivendell-ex4400-brk_svr_MP

oll Analytics [5] Rivendell-ex4400-APFW1

ivendell-ex4400-midsrv
oo

@ organization

Here is the Marvis Minis page that shows the validation results:
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Monitor . 10
® viarvis Minis: Jan 1, 2024 11:10:28 PM
Marvis™ un stare Time ouraton Progress Resu Sie e Createdsy
Jan1,2024 11:10:28 PM 00:00:52 Complete Success Office [PRODUCTION] 6 APs Marvis
2, clients
] Access points = Table n
Switches Q 1-60f6
A Switch VLAN  LLDP PortiD LLDP Port Description Connectivity Time
(£) wan Edges
70 DHCP ARP DNs Application
© wist Edges 71 DHCP ARP DNS Application
= JADE - Harry -AP24 Rivendell-EX2300-HARRYSDESK ge-0/0/2 ge-0/0/2 Jan1,2024 11:10:48 PM
72 DHCP ARP DNS Application
R Private 56
84 DHCP ARP DNS  Application
<7 Location 70 DHCP ARP DNS Application
7 DHCP ARP DNS  Application
nl]l] Analytics JADE - Saaketh-AP24 Rivendell-ex4400-1_tiny_closet mge-0/0/32 mge-0/0/32 Jan1,2024 11:10:49 PM
72 DHCP ARP DNS Application
& site 84 DHCP ARP DNS Application
70 DHCP ARP DNS Application
@ organization
71 DHCP ARP DNs Application
JEWEL - Mist: KITT Rivendell-ex4400-APFW-2 mge-0/0/41 mge-0/0/41 Jan 1, 2024 11:10:46 PM
72 DHCP ARP DNS Application
84 DHCP ARP DNS Application
70 DHCP ARP DNS Application
71 DHCP ARP DNS Application
JEWEL - SALES Rivendell-ex4400-brk_svr_MP mge-0/0/46 mge-0/0/46 Jan 1,2024 11:10:46 PM
72 DHCP ARP DNs Application

w oHc A DNS  Applcaton s

Marvis Minis Validation Frequency

Marvis Minis validations can be triggered either automatically or manually.

e Automatic validation—Marvis Minis runs the validation every hour even if no clients are connected to
the network. If only a few clients experience network failures, Marvis Minis runs a validation to
confirm whether the issue is specific to a client or whether it is a network issue.

e Manual (on-demand) validation—As an administrator, you can initiate an on-demand Marvis Minis
validation at any time. When a configuration change or hardware change occurs in the network,
administrators can click the Test Now button in the top-right corner of the Marvis Minis page to
initiate the validation immediately. Ensure that you have selected the site you want to test from the
site selector drop-down list.



Marvis Minis Office [PRODUCTION]

v Last 7 Days ~

Dec26 Dec27

Run Start Time

Jan 2, 2024 10:10:23 PM
Jan 2, 2024 9:10:22 PM
Jan 2,2024 8:10:25 PM

lan 2 2024 7°1075 PM

Dec 28

4 199 0 0
Failed Runs  Live Minis Tests ~ Active Marvis Actions
Duration Progress
00:00:57 Complete
00:00:58 Complete
00:00:55 Complete
000055 Comnlete

Dec29

Dec30

Dec31

Result

Success

Success

Success

Siiecpss

Jan1

AP

6 APs

6 APs

6 APs

6 APs

Jan2

1-100 0f 199 >

Created By

Marvis

Marvis

Marvis

Marvis

NOTE: At any point in time, Marvis Minis runs only one validation per site. If an automated

validation is in progress, you cannot trigger a manual validation.

Notice that the Live Minis Tests statistic shows a value of 1, which indicates that a validation is in
progress. The table also shows the progress of the validation. Also, note that the Created By column lists
Userbecause the validation was triggered manually.

Marvis Minis Office [PRODUCTION]

Last 7 Days v Test Now
25
20
15
10
5
4
Dec 26 Dec 27 Dec 28 Dec 29 Dec 30 Dec 31 Jan1 Jan2
4 199 1 0
Failed Runs | Live Minis Tests JActive Marvis Actions
Q 1-100 0f 200 »
Run Start Time ¥ Duration Progress Result AP Created By
Jan 2, 2024 10:10:23 PM 00:00:14 In progress 0% Unknown 5 APs User
Jan 2,2024 9:10:22 PM 00:00:57 Complete Success 6 APs Marvis
Jan 2,2024 8:10:25 PM 00:00:58 Complete Success 6 APs Marvis
Jan 2,2024 7:10:25 PM 00:00:55 Complete Success 6 APs Marvis
Jan 2, 2024 6:10:24 PM 00:00:55 Complete Success 6 APs Marvis
Jan 2, 2024 5:10:25 PM 00:00:56 Complete Success 6 APs Marvis
Jan 2, 2024 4:10:38 PM 00:00:55 Complete Success 6 APs Marvis ’
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I Marvis Actions for Marvis Minis

Marvis constantly receives data observed by Marvis Minis. Marvis ingests this additional data and lists
Marvis Minis-detected failures under the Connectivity category on the Marvis Actions page. Marvis
Actions provides visibility into all the ongoing issues that impact user experience in an organization.
Here is an example that shows how a Marvis Minis-detected failure is listed as an action. Notice that
Marvis attributes the failure reason to Marvis Minis validation.

MARVIS
ACTIONS A sites <
Clients 28 3 Application
0Layer 1 Security
1 Connectivity 22 WAN Edge
SAP 0 Switch

{1 DNs Failure

0 Other Actions

DNS FAILURE £2

RECOMMENDED ACTION
The following DNS servers are not responding. Please check if they are online and reachable.

0 site Reason Details Date ¥ status

=] KR-Site-02 Minis test failure VLAN 30 View More Dec 18, 2023 5:40 AM Open v ’

You can click the View More link to view the details and scope of the failure on the Marvis Minis page.
You can download the dynamic packet capture (.pcap) file for any Marvis Minis-observed failure in the
same way as you would for an end-user client. A paper clip icon adjacent to the AP name indicates that
dynamic packet capture is available for the AP. The following screenshot shows the location of the paper
clip icon. Click the Download ({,) button to access the packet capture.

Monitor o | | .
® ¢ is: Dec 28, 2023 11:10:20 PM
=] m i : -
un Start Time Duration Progress Result site
a Dec 28, 2023 11:10:20 PM{ 00:00:35 Complete Failed KR-5ite-02
22 Clients
D Access Points = Table
Switches Q 8
§

AP Switch VLAN  LLDPPortiD LLDP Port Description Connectivity

() wan Edges
- 30 osce are | &pNs  § application

KM-Cuperting-0: Kumar-Remote-EX2300 ge-0/0/8 Be-0V0/8

g Mist Edges 40 DHCP  ARP  DNS  Application

Here is a sample of a downloaded packet capture:
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[ ] [ ] M 5692ca96-2619-11ee-95dc-3ccfdd0fe3d8.pcap
Aam i@ BIREO Re=EFs ] aaat
M dns || dhcp = -]+
No. Time Source Destination Protocol Lengtt Info
3 2023-12-28 23: 0.0.0.0 255.255.255.255 DHCP 346 DHCP Discover - Transaction ID 0x90373627
( 4 2023-12-28 23: 0.0.0.0 255.255.1255.255 DHCP 346 DHCP Discover - Transaction ID 0x90373627
i 5 2023-12-28 23: 192.168.30.1 192.168.30.116 DHCP 329 DHCP Offer - Transaction ID 0x90373627
L 6 2023-12-28 23: 0.0.0.0 255.255.255.255 DHCP 346 DHCP Request - Transaction ID 0x90373627
7 2023-12-28 23: . 0.0.0.0 25502551125541255] DHCP 346 DHCP Request - Transaction ID 0x90373627
8 2023-12-28 23: .. 192.168.30.1 192.168.30.116 DHCP 329 DHCP_ACK — Transaction ID 0x90373627
27 2023-12-28 23 . 192.168.30.116 8.8.8.8 DNS 81 Standard query 0xa69f A captive.apple.com
28 2023-12-28 23 . 192.168.30.116 8.8.8.8 DNS 81 Standard query @xa69f A captive.apple.com
~12- B a .30.116 8.8.8.8 DNS 93 Standard query 0x@del A connectivitycheck.gstatic.com
33 2023-12-28 23: . 192.168.30.116 8.8.8.8 DNS 93 Standard query 0x@del A connectivitycheck.gstatic.com
34 2023-12-28 23: 8.8.8.8 192.168.30.116 DNS 109 Standard query response 0x@del A connectivitycheck.gstatic.com A 142.251...
35 2023-12-28 23: . 192.168.30.116 8.8.8.8 DNS 74 Standard query 0x9f@1 A office.com
36 2023-12-28 23: . 192.168.30.116 8.8.8.8 DNS 74 Standard query 0x9f@l A office.com
37 2023-12-28 23: 8.8.8.8 192.168.30.116 DNS 90 Standard query response 0x9f@1 A office.com A 13.107.6.156
38 2023-12-28 23: . 192.168.30.116 8.8.8.8 DNS 83 Standard query 0x03a9 A teams.microsoft.com
39 2023-12-28 23: . 192.168.30.116 8.8.8.8 DNS 83 Standard query 0x03a9 A teams.microsoft.com
40 2023-12-28 23: 8.8.8.8 192.168.30.116 DNS 237 Standard query response 0x03a9 A teams.microsoft.com CNAME teams.office.c..

NOTE: After you fix the Marvis Minis detected issue, it might take up to 24 hours for the Marvis
action to be automatically resolved—that is, the issue is no longer listed on the Marvis Actions
page after 24 hours. This resolution time ensures that Marvis does not generate the same action
again and rules out reoccurrences of the same issue within 24 hours.

Marvis Minis Dashboard Overview

IN THIS SECTION

Organization-Level Marvis Minis Dashboard | 148
Site-Level Dashboard | 151

The Marvis Minis dashboard provides visibility into the validation results. To view the Marvis Minis
dashboard, select Marvis > Marvis Minis from the left menu.

In this example, you'll see the major elements of the dashboard:



Marvis Minis Entire Org ~ Last7 Days ~ Test Now

[:]"“ Q 1-10f1

site ap Tests Marvis Actions DHCP ARP DNs Application

Live-Demo 2 APs 213 40 DHCP ARP DNS Application

At the top of the page, you'll see a graphical representation of the total validations executed, with the
green block indicating the number of successful validations. You can click each block to view the details
of each validation.

Directly below the graph, you'll see the following statistics for the organization:
o Failed sites—Number of sites that failed the validation.

e Live Minis Tests—Number of validations that are being run currently. Marvis runs only one validation
per site at a time. You cannot trigger a manual validation when an automated validation is in
progress.

e Active Marvis Actions—Number of actions detected by Marvis Minis at the organization level.

The table at the bottom of the page displays the results that are based on the context you select—an
entire organization or a single site.

Organization-Level Marvis Minis Dashboard

Here is an example of the Marvis Minis dashboard view for an organization:
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@ Mmonitor Marvis Minis Entire Org v 12:00 AM Jan 25, 2024 — 10:00 PM Jan 28, 2024 ~

) i
2\ Clients 200

[*] Access points

Switches 50

(&) WAN Edges Jan25 Jan26 Jan27 Jan28

D Mist Edges

4. 4
4 [ catan Failed Sites ~ Live Minis Tests ~ Active Marvis Actions
anl] Analytics D Runs Q 1-40f4
og Site site A AP Tests Marvis Actions DHCP ARP DNS Application
KR-Site-01 1AP 9N 1 DHCP ARP DNS Application
@ organization
KR-Site-02 1AP 264 1 DHCP ARP DNS Application
KR-Site-05 1AP 56 1 DHCP ARP DNS Application
3
L.’J KR-Site-06 1AP 63 1 DHCP ARP DNS Application ’

The Sites tab displays all the sites in the organization. The table includes:
e Site—The name of the site where the validation was run.
e AP—APs on which Marvis Minis validation is triggered.

e Tests—The number of times the validation was run on the site for the selected timeline (automated
and triggered).

e Marvis Actions—Lists the number of Marvis Actions detected by Marvis Minis for the site.

o Network and application services—Marvis Minis provides the validation results for a site for the
following network and application services:

e DHCP

e ARP

e DNS

e Application connectivity

You can view the details of each validation run on a site by clicking the site name. In this example, you
can see the validations run on a site.
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& wonitor Marvis Minis KR-Site-02 ~ 12:00 AM Jan 25, 2024 — 10:00 PM Jan 28, 2024 ~ Test Now

) marvis™

) B
2, Clients

(] Access points

Switches 20

(&) waN Edges Jan2s Jan26 Jan27 Jan28

D Mist Edges

222 165 1 1
<7 Location Failed Runs  Live Minis Tests  Active Marvis Actions
aoll Analytics Fi Q 1-100 of 266
on Site Run Start Time ¥ Duration Progress Result ap Created By
Jan 28,2024 9:10:51 PM 00:04:45 In progress 100% In Progress 1AP Marvis
@ organization
Jan 28, 2024 9:05:34 PM (§ 00:05:17 Complete Failed 1AP Marvis
Jan 28, 2024 8:36:54 PM () 00:06:00 Complete Failed 1AP Marvis
L..j Jan 28, 2024 8:26:51 PM () 00:10:03 Complete Failed 1AP Marvis a
Jan 28, 2024 8:15:54 PM () 00:10:57 Complete Failed 1AP Marvis

The Created By column indicates who initiated the validation:
e Marvis—Indicates that Marvis initiated the validation automatically
e User—Indicates that a user initiated the validation manually

You can also use the Filter option to view specific validations. In the following example, we show you
the filtered results for tests run on a specific date.

@ Monitor Marvis Minis KR-Site-02 v 12:00 AM Jan 25, 2024 — 10:00 PM Jan 28, 2024 ~ Test Now

Marvis™

)
2, clients

(] Access points

Switches 20 ‘

(&) wan edges Jan25 Jan 26 Jan27 Jan 28

D wist Edges

222 1265 1 1

<7 Location Failed Runs  Live Minis Tests  Active Marvis Actions

ool Analytics er BWl result | success | [ Run startTime | jan 26, 2024 ):Iear Al 1-100 0f 266 >

o site Run Start Time A Duration Progress Result AP Created By
Jan 26, 2024 12:05:33 AM 00:00:53 Complete Success 1AP Marvis

@ organization
Jan 26, 2024 1:05:43 AM 00:00:43 Complete Success 1AP Marvis
Jan 26, 2024 2:05:36 AM 00:00:50 Complete Success 1AP Marvis

6
L..J Jan 26, 2024 3:05:34 AM 00:00:52 Complete Success 1AP Marvis u

Jan 26, 2024 4:05:34 AM 00:00:52 Complete Success 1AP Marvis

To view more information about each validation, click each row. You'll see the details for a validation.
The table lists all the APs at the site, the switch to which each AP is connected, VLANs, LLDP port
information, and the status for DHCP, ARP, DNS, and application connectivity.
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@it < Marvis Minis : Jan 1, 2024 11:10:28 PM
@ marvis~

un star ime buration progress Resut st " Createdsy
- Jan1,202411:10:28 PM 00:0052 Complete Success Office [PRODUCTION] 6APS Marvis
2, clients
(B s = .
[ a 160f6
" Suitch AN LuopporD 0P o escrpton Comnctiviey Time
(&) wan edges
Y 7 OHCP AP DNS Appliaton
& mems 7 OHCP AP ONs | Applcation
= JADE - Harry -AP24 Rivendell-EX2300-HARRYSDESK ge0/012 ge0/02 Jan 1, 202411:10:48 P
7 oHc AP ONS | Applcation
@ rristeso
8 OHCP AR DNS Appliation
<7 Location 7 oHc AP ONS | Applcation
71 OHC AP ONS | Applcation
ooll Anatyics JADE - Saketh-AP24 Rivendell-ex2400-1_tiny_closet mEe 00/ mge0/0/32 Jan1,202411:10:49 P
7 oHcP AP ONS | Applcation
B, sie " — I )
7 OHCP AP ONS | Applcation
@ organiaton
7 once AP ONS | Applcation
JEWEL - Mist:KITT Rivendell-ex2400-APFW-2 M0/ mee0/0/41 Jan1, 2024 11:10:46 PM
7 DHCP AR DNS Appliaton
8 oHcr AP ONS | Applcation
7 DHCP AP DNS | Applcation
7 OHCP AP ONs | Applcation
JEWEL - SALES Rivendell-exa400-brk_svr_MP mEe0/0/ME  mge-0/0/d6 Jan1, 2024 11:10:46 PM
7 oHce AP ONS | Applcation

84 DHCP  ARP DN

Site-Level Dashboard

Here's an example of the Marvis Minis page for a site. In this case, as it is a single site, you'll see only the
validations run on that site. You can click each row to view the details as described in the previous
section.

Marvis Minis Office [PRODUCTION] + Last7 Days ~ pe——

Dec26 Dec27 Dec28 Dec29 Dec30 Dec31 Jan1 Jan2

4 oo 0 0

Failed Runs  Live Minis Tests  Active Marvis Actions

Q 1-1000f 199 >

Run Start Time ¥ buration Progress Result AP Created By

Jan 2, 2024 10:10:23 PM 00:00:57 Complete Success 6APs Marvis

Jan 2,2024 9:10:22 PM 00:00:58 Complete Success 6APs Marvis

Jan 2, 2024 8:10:25 PM 00:00:55 Complete Success 6APs Marvis

Jan 2,20247:10:25 PM 00:00:55 Complete Success 6APs Marvis

Jan 2, 2024 6:10:24 PM 00:00:56 Complete Success 6APs Marvis

Jan 2, 2024 5:10:25 PM 00:00:55 Complete Success 6APs Marvis

Jan 2, 2024 4:10:38 PM 00:00:42 Complete Success 6APs Marvis o

Here's an example of a validation that detected an ARP failure on one of the APs.



HEP | ARP
, Q

Marvis Minis retests each failure for confirmation. It also expands the scope to additional APs to identify
whether the failure is limited to a specific VLAN, AP, or switch or whether it is a sitewide issue.

Add Custom URLs for Marvis Minis Validation

Marvis Minis runs the validation on a set of default URLs. As an administrator, you can add Amazon Web
Services and Microsoft Azure workload application URLs for inclusion in the validation. To add custom
URLs:

1. From the left menu, select Organization > Admin > Settings.
2. Navigate to the Marvis Minis section on the Organization Settings page.
3. Click Add Custom URLs.



Marvis Minis

Disable Marvis Minis

Custom URLs Add Custom URLs
VLAN(s) URL
Excluded VLANSs

4. Enter the URL or fully qualified domain name (FQDN) of the site and the VLANs that you want
Marvis Minis to validate.

5. Click Add.
6. Click Save in the top-right corner of the Organization Settings page.

Exclude VLANSs from Marvis Minis Validation

You can add a list of all the VLANSs for which you do not want Marvis Minis to run an application
reachability check. To exclude VLANS:

1. From the left menu, select Organization > Admin > Settings.
2. Navigate to the Marvis Minis section on the Organization Settings page.

3. In the Excluded VLANS field, enter the VLANSs that you want Marvis Minis to exclude during the
validation.



Marvis Minis

Disable Marvis Minis

Custom URLs Add Custom URLs

VLAN(s) URL

Excluded VLANS

4. Click Save in the top-right corner of the Organization Settings page.

Disable Marvis Minis

Marvis Minis is enabled by default on all sites with APs running firmware version 0.14.29313 and later.
You can opt to disable Marvis Minis for a specific site or organization. Note that the site-level settings
override the organization-level settings.

To disable Marvis Minis:

You can re-enable Marvis Minis any time at the organization level or site level by clearing the Disable
Marvis Minis check box. You can re-enable Marvis Minis at the site level only if Marvis Minis is enabled
at the organization level.

1. Navigate to the settings that you want to change:
¢ To disable Marvis Minis at the organization level—Select Organization > Admin > Settings from
the left menu.
¢ To disable Marvis Minis at the site level—Select Organization > Admin > Site Configuration from
the left menu.

2. In the Marvis Minis section, select the Disable Marvis Minis check box.



Marvis Minis

Disable Marvis Minis

Custom URLs Add Custom URLs
VLAN(S) URL
Excluded VLANS

3. Click Save in the top-right corner of the page.

Marvis Minis are disabled. You can re-enable Marvis Minis anytime by returning to the settings page and
clearing the check box.

NOTE: You can re-enable Marvis Minis at the site level only if Marvis Minis is enabled at the
organization level.

Network and Application Monitoring with Marvis
Minis

IN THIS SECTION

View the Marvis Minis Timeline in the Successful Connect SLE | 156



View Site Insights for Marvis Minis | 157

View System Events for Marvis Minis | 157

Juniper Mist™ uses data from Marvis Minis to analyze the end-user experience and provides the overlay
of Marvis Minis runs in the wireless service-level expectation (SLE) dashboards. You can use the
information to analyze connectivity failure trends and manage your network proactively by identifying
issues before they escalate to a larger issue affecting the end-user experience.

View the Marvis Minis Timeline in the Successful Connect SLE

The Successful Connect SLE for wireless provides a timeline that shows the actual failed connection
attempts for connected users to indicate the connection failure trend. If Marvis Minis is enabled for your
organization, the timeline includes Marvis Minis-observed failures. You can analyze the information to
correlate the Marvis Minis-reported failure and end-user-reported failures.

To view the Marvis Minis timeline:

1. Select Monitor > Service Levels from the left menu, and then click the Wireless tab.

2. Scroll down, click the Successful Connects metric, and then click the Timeline tab.
Here's a sample timeline that shows the Marvis Minis-observed failures. The timeline highlights the
validations run and the failures observed against connection attempts. In this example, notice that
Marvis Minis made 24 DHCP requests and all the requests failed. The example also highlights the
fact that Marvis Minis runs validations even when no users are connected to the network.

S [ - 1

-

Failures
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I View Site Insights for Marvis Minis

Every time Marvis Minis runs a network validation, it updates the site events to provide a high-level
audit of the validation. You can view the site events on the Insights dashboard. You can view more
details on the Marvis Minis dashboard for the site.

To view the Insights dashboard:
1. Select Monitor > Service Levels from the left menu.
2. Click the Insights tab at the top of the Monitor page.

3. Select the site and the duration for which you want to view the details.
Here's an example that shows the site events captured for a Marvis Mini validation.

@® wonitor Monitor [ wretess | wrea | wa | tocaion [ KR-Site-02 v | | 12:00 AM Jan 18, 2024 — 12:00 AM Jan 19, 2024 + o

T = | LovenaLn =3

@ Marvisw
®
2, clients

(5] Access points

Access Points Associated Clients Mbps

3 1 0.00

switches

(&) wan Edges

D mist edges

12:00 AM Jan 18 - 12:00 AM Jan 19 (drag an area of interest to Zoom in) site Events | Client Events | AP Events
] Son [ oo zoorn Soomn sl s W

</ Location Total Bftes Data Rate

Al -

= EE 1 1

o Site

6:00 PM - 7:00 PM Jan 18: 13.7 kB, 0.00 Mbps
@ organization

Site Events ¢

i

Marvis Connectivity Test completed with 0 APs failed
jan 18, 2024 4:05 AM Marvis Connectivity Test completed with 0 APs failed

™ ivity Test completed with 0 AP failed Start: Jan 18, 2024 4:05 AM | End: Jan 18, 2024 4:06 AM
ar AM Resolved Unacknowledged Details

ivity Test completed with 0 APs failed '
205AM

I View System Events for Marvis Minis

Mist displays all Marvis Minis connectivity validations executed on a site as part of the system events.
With this information, you can keep track of the connectivity validations from the Wireless SLE page.
Select Monitor > Service Levels from the left menu, and then click the Wireless tab.

You'll see the timeline for System Changes as shown here. This example shows the audit for a Marvis
Minis connectivity validation for DHCP.
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You can also access the System Changes information from the Successful Connect Timeline view.
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Marvis Conversations and Queries Overview

You can interact with Marvis by using the Marvis Conversational Assistant or by entering structured
gueries using the Marvis Query Language.

Marvis Conversational Assistant Video Demo

In this video demo, Marvis helps to troubleshoot an issue with Microsoft Teams.

NOTE: You also can enter structured queries by using the Marvis Query Language. For more
information, see "Marvis Query Language" on page 164.

Get started:

e To use the Conversational Assistant—Click the Marvis icon at the top-left corner or bottom-right
corner of the Juniper Mist portal. For more information about the conversational assistant, see
"Marvis Conversational Assistant" on page 160.

1" Juniper Mist™ u

o To use the structured query language—Select Marvis > Marvis Actions from the left menu. Then click
the Ask a Question button at the top-right corner of the page. For more information about the query
language, see "Marvis Query Language" on page 164.

Marvis Conversational Assistant

SUMMARY IN THIS SECTION

Get started using the Marvis Conversational Video Demo | 161
Assistant to get information about your network,

Requirements | 161
troubleshoot issues, and find documentation.

Finding the Conversational Assistant | 161


https://mist.wistia.com/embed/iframe/vyn1tnc3lb

Using Natural Language | 162

Following Prompts | 162

The conversational assistant offers help by using natural language processing (NLP) and natural language
understanding (NLU) capabilities. It continues to improve its responses by learning from user feedback.

Marvis can:
e Provide information about sites, devices, clients, and applications
e Help troubleshoot issues with sites, devices, clients, and applications

You can interact with the conversational assistant by following prompts or by entering questions and
statements like you would in a normal conversation. For example, you can ask, “How many switches are
connected?” or “How is the primary site working?”

Video Demo

Watch a user interact with the Marvis conversational assistant.

Requirements

To use the conversational assistant, you must:

e Meet the subscription requirements. For more information, see "Subscriptions for Marvis" on page
86.

e Have a user account with permission to access all sites in your organization.

Finding the Conversational Assistant

Click the Marvis icon at the top-left corner or bottom-right corner of the Juniper Mist portal.


https://mist.wistia.com/embed/iframe/r4bm3k4cty

1" Juniper Mist™ ’

Using Natural Language

Click the Marvis icon, and then enter your question or concern in the Message box at the bottom of the
Marvis window.

MARVIS Sy =

Hello, I''m Marvis, your virtual network
assistant.

Here are some options to get started:

/N Troubleshoot | (Q search | [Z] Documentation

Following Prompts

Click the Marvis icon, and then click one of the buttons that Marvis displays.



MARVIS R, ==

Hello, I''m Marvis, your virtual network
assistant.

Here are some options to get started:

/N Troubleshoot ) search | [=] Documentation

The initial prompts include:

e Troubleshoot—Click this option to troubleshoot issues with a site, application, device, and wired or
wireless client.

e Search—Click this option to search for users, devices, and sites.
o Documentation—Click this option to search for documentation.
e Marvis Actions—Click this option to see pending actions from the Actions dashboard.

After you respond to a prompt, Marvis continues the conversation by displaying another prompt. In the
following example, you can see the interaction between Marvis and a user who wants to troubleshoot
issues with a site.
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MARVIS Ry, ==

Hello, I''m Marvis, your virtual network
assistant.

Troubleshoot

What would you like to troubleshoot?

51, Device () Application

Can you tell me the site name?

h

Troubleshoot Site

NOTE: You can also access the conversational assistant from the support ticket creation page to
quickly troubleshoot impacted sites, devices, and clients before submitting a support ticket. For
more information, see Create a Support Ticket.

Marvis Query Language

SUMMARY IN THIS SECTION
Start using the Marvis Query Language to structure ®  Troubleshoot Using Marvis Query
queries that pull data from Marvis. Language | 167

®  Client Roaming Visualization | 174

The Marvis Query Language provides a structured framework for querying Marvis to get data that helps
you monitor or troubleshoot your network. You can use queries to quickly find details about an event or
failure in your network and about the affected devices.


https://www.juniper.net/documentation/us/en/software/mist/mist-management/topics/task/support-create-ticket.html

Video Demo

Marvis Query Language Structure

A query can contain the following elements:

e Query Type—Defines what you want Marvis to do (for example, COUNT, LIST, RANK, LOCATE, or
TROUBLESHOOT).

e Value—Specifies a unique value that is specific to an organization, such as a client's name.
e Query Object—Indicates Mist-defined objects (for example, APEvents, ClientEvents)

e Clause—Acts as a qualifier for the overall query (for example, of, with, or by).

e Filter Type—Narrows the results based on pre-defined filter types.

You can also add a duration to the end of a Marvis query. Note that you need to press the space bar
after entering each element to see the available options.

Finding the Marvis Query Page
Select Marvis > Marvis Actions from the left menu. Then click the Ask a Question button at the top-right

corner of the page.

Entering a Structured Query

Marvis guides you step by step to enter the required elements in the query.

To get started, click in the Enter a query text box. Then click one of the options in the drop-down menu.


https://mist.wistia.com/embed/iframe/iysi9nyh5a
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MARVIS

A [rter a quen

Que  ATTRIBUTE

»

COUNT

LIST

LOCATE
RANK
ROAMINGOF

SEARCH

After you click an option, it appears in the query box. Press the space bar, and Marvis displays the
available options. Here's an example of the options for the LIST query type.

MARVIS

M LIST

Query ob] aps
Clients
ClientEvents
ApEvents
Switches
SwitchEvents

WiredClients

Continue pressing the space bar and selecting options until you've entered a complete query. Here's an
example of a RANK query that ranks clients based on the authentication failures:



MARVIS

RANK Clients BY ClientEventCount WITH EventType Authorization-Failure DURING "Last 7 Days®

How would you rate my response? TELL ME MORE

For more information about useful queries, see "Troubleshoot Using Marvis Query Language" on page
167.

I Troubleshoot Using Marvis Query Language

SUMMARY

Use these examples to see how you can use Marvis
queries to monitor and troubleshoot your network.

View Event and Device Details

To troubleshoot problems and understand network behavior, you might need to look at event details or

IN THIS SECTION

View Event and Device Details | 167
View Roaming Details of a Client | 171
View Status of a Client | 171
Troubleshoot APs, Sites, or Clients | 172

Locate APs, Sites, or Clients | 173

View Channel Utilization of an AP | 174

device details. You can use the LIST query to view details for the following:

Access points (APs)

Clients (including wired clients)

167



e Switches

e AP events

o Client events

¢ Switch events

e Mist Edges

e Mist Edge events

Table 10 on page 168 and Table 11 on page 169 provide a few LIST queries that you can use as a
reference to build queries based on your requirements.

Table 10: Key LIST Queries to View Events

If you want to view Use

Client events for an AP during a specific time interval LIST ClientEvents WITH AccessPoint <AP name>
DURING <time duration>

All events for an AP LIST ApEvents WITH AccessPoint <4AP name>

Events of a specific type for an AP LIST ApEvents WITH ApEventType <event-type>
AND AccessPoint <ap-name>

All events for a switch LIST SwitchEvents WITH Switch <switch name>

Events of a specific type for a switch LIST SwitchEvents WITH SwitchEventType <event-
type> AND Switch <switch-name>

All events for Mist Edges at a specific site LIST MistEdgeEvents WITH Site <site-name>

The following example shows the events for all clients associated with a particular AP. To view more
details about an event, you can click the arrow in the first column of the table.



TELL ME MORE

This example shows the list for a specific event type:

w" DURING "Last 7 Days

Hiow wioiakd you rate my response? THLL M MOR

Table 11: Key LIST Queries to View Devices

If you want to view

Switches of a particular model in a site

Clients connected to an AP

APs of a specific model in a site

All the wired clients in a site

A Astiong.

Use

LIST Switches WITH Model <model number> AND
Site <site name>

LIST Clients WITH AccessPoint <AP name>

LIST APs WITH Model <model number> AND Site
<site name>

LIST WiredClients WITH Site <site name>



Table 11: Key LIST Queries to View Devices (Continued)

If you want to view Use

Mist Edges in a site LIST MistEdges WITH Site <site name>

The following example shows the output for a LIST query. Note that you can enter a partial IP address to
search for devices in specific subnets. For additional actions, you can click the More Options icon at the
top-left corner of the table.

MARVIS o=

In addition to the LIST query, you can use the COUNT query to get a count of events or devices that
match the query. The COUNT query uses the same structure as the LIST query. Here is a screenshot
that shows a sample output for the COUNT query. You can click VIEW EVENT LIST to see the event
details.



MARVIS

View Roaming Details of a Client

You can use the ROAMINGOF query to see a graphical view of a client roaming between different APs.

ROAMINGOF <client name>DURING <time interval>

View Status of a Client

The STATUSOF query provides an overview of clients that are facing connectivity issues in a site or
wireless LAN (WLAN). The query output displays a ranked list of clients, starting with the clients
experiencing the greatest number of issues. With this query, you can quickly identify clients facing
connectivity issues in your site. You can use this query at the start of a troubleshooting session to
identify the affected clients. You can then drill down into the client details to find the root cause of the
issue. You can click a client to look at its service levels or insights, or to initiate the TROUBLESHOOT
query on Marvis.

STATUSOF Clients WITH Site <site name>



You can also view clients facing specific problems such as coverage issues, throughput problems,
connectivity issues, and so on. For example, the query STATUSOF Clients WITH Problem Capacity lists
all clients experiencing capacity issues in your organization.

Troubleshoot APs, Sites, or Clients

Table 12 on page 172 lists a few TROUBLEHOOT queries that you can use to troubleshoot a site, a

client, or an AP.

Table 12: TROUBLESHOOT Queries

If you want to troubleshoot

A client, an AP, or a site

A wireless client, an AP, or a site facing connectivity
issues

A wireless client, an AP, or a site facing connectivity
issues for a specific duration

Use

TROUBLESHOOT <client/site/AP name>

TROUBLESHOOT <client/site/AP name>WITH
Problem SlowToConnect

TROUBLESHOOT <client/site/AP name>WITH
Problem UnableToConnect

TROUBLESHOOT <client/site/AP name>WITH
Problem UnableToConnect DURING <#ime duration>

The following screenshot shows the output for the TROUBLESHOOT <site name> WITH Problem
UnableToConnect query. You'll see that Marvis provides data such as the cause of the issue, the band,

and the WLAN on which the issue occurred.



MARVIS (&) s

TROUBLESHOOT "Lve-Demo? WITH Problem UnableToConnect

Mostof the falures 5 Ghz band and "Live_demo_only WLAN. Mostofthe fallures srongly correlate withthe LD Marvis access point,

Select one or more categories for further investigation

You can drill down into more details by clicking each of the categories. If you click the Service Levels

category, Marvis provides more details about the issue as shown in the following screenshot:
MARVIS [ 2 scions

TROUBLESHOOT Live-Demo" WITH Problem UnableToConnect
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Locate APs, Sites, or Clients

You can use the LOCATE query to find your site, AP, or client. The query output displays a map view of
the site location that you configured in Organization > Site Configuration. For APs and clients, Marvis
shows the location of these devices on your floorplan. Marvis also displays additional information and
provides links to the Insights, Service Levels, and Troubleshoot pages.



MARVIS

A
B

View Channel Utilization of an AP

You can use the UTILIZATIONOF query to view the channels that an AP is broadcasting and the usage

levels between the 2.4 GHz, 5 GHz, and 6 GHz bands. You can click Show Channels to see a breakdown
of all specific channels that the AP uses.

MARVIS
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Client Roaming Visualization

SUMMARY

Gain additional insights by using the ROAMINGOF query to view the client roaming status.

Marvis provides a visualization of your device’s roaming history and behavior. It includes information
about the access points (APs) and radio bands the device connects to, and the received signal strength
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indicator (RSSI) values of the connection. Marvis uses the data from Client Events to provide a visual of
the path your device takes and its transitions between various APs. Marvis indicates a Bad roaming
status when the RSSl is low and a warning roaming status when the client switches to a different radio
band or wireless LAN (WLAN) while roaming.

You need to use the Marvis query (ROAMINGOF) to view the client roaming status. If you want to get a
more detailed view of the visualization, you can zoom in. Use the magnifier buttons on the top right of
the timeline or click and drag your cursor in a particular section to zoom in on a specific time interval.

Marvis highlights information such as the roaming status, RSSI value, and transitions, to improve
troubleshooting. The dots you see in this screenshot indicate Transient Associations, which means that
the device was associated with the AP for a very short time.
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Here is a zoomed-in view of transient associations in the 9:45 a.m. - 9:54 a.m. time interval.
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You can hover over the roaming status icons on the timeline to view detailed information about the
roaming event, such as the WLAN, channel, band, and RSSI. Here you can see that the client
experienced a good roaming event between the APs at 9:49 a.m.
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Here's an example of a bad roaming event. Notice that Marvis indicates a low RSSI for this event.
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In the following screenshot, you can see that the client switched from the 5 GHz radio band to the 2.4
GHz band while roaming. Marvis displays the roaming status as Warning.
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Marvis Android Client Overview

SUMMARY

Get familiar with the benefits of the Marvis Android Client.

You can use the Marvis Android client to view your network from the client's perspective. View detailed

data and telemetry about how the client experiences the wireless connection, including insight into

client roaming behaviors. The Marvis client recognizes connection types (cellular or wireless) and the
corresponding signal strength.

NOTE: To use the Marvis client, you must install it on a compatible device and connect your
device to a Juniper Mist AP. You also must have a Marvis subscription. For more information, see
"Subscriptions for Marvis" on page 86.

The Marvis client provides an additional layer of detail by displaying device type, manufacturer, and

operating system, as follows:

Detailed wireless properties: Mist’s device fingerprinting provides the manufacturer, device type, and
OS of the device. The Marvis client enhances this visibility by providing the OS version along with
the radio hardware (adapter) and firmware (driver) versions. This level of visibility helps you identify:

e Exceptions in terms of a device with different properties (such as the OS, radio hardware, and
firmware) when compared to other devices of the same type.

e Device-generic issues (for example, issues due to a firmware version).

Coverage issues due to asymmetry: A Mist access point (AP) indicates the received signal strength
indicator (RSSI) at which it detects a client. The Marvis client provides the RSSI at which the client
detects the AP. This data helps you identify asymmetries in the power level between the client and
AP. You can then resolve asymmetries that could result in a poor connection.

Connection type: You can see when the device switches between a wireless and a cellular
connection type, along with the corresponding signal strength.

Roaming behavior: Roaming decisions and how a client decides to connect to an AP on a specific
band is a client decision. The Marvis client provides visibility into how the client detects the
neighboring APs.



You can view all connected Marvis clients directly on the Mist portal on the WiFi Clients page (Clients >
WiFi Clients > Marvis tab). You can view a graphical representation of your Marvis clients and their
detailed information including manufacturer, device type, OS version, and radio hardware and firmware.
You can see the current and historical snapshots of the connected clients in a specific site.

You can select either the Tree or List view to display your Marvis clients, as follows:

o Tree view: Groups clients based on their properties. Marvis classifies the clients by manufacturer,
device type, OS version, radio hardware, and radio firmware. The tree view displays the total number
of Marvis clients for the specified site and time range. It also highlights possible outliers that do not
conform to the properties seen for other clients with the same manufacturer or device type.

B Marvis Clients LveDemo v | ve Guest Mavs | | Tod

e List view: Presents client information in a tabular format. The default columns include user,
hostname, MAC address, manufacturer, device type, device OS, radio hardware, radio firmware, and
client-reported RSSI value. The list view displays up to 50 clients on a single page. You can navigate
between pages by using the arrow buttons located on the top-right corner of the list.

You can filter the list view by entering keywords in the search filter located at the top-left corner of
the list. You can also filter the list view by clicking any client property in the tree view. When you
click a property, the selected property and the path from the root property to the selected property
are highlighted. You can then see the applied filters above the list view.



We support the Marvis client on Android handheld devices and smartphones running OS 6.0 and higher
versions.

Install the Marvis Client

SUMMARY IN THIS SECTION
Complete the pre-install tasks, and then choose the Before You Begin | 181
method that you want to use to install the Marvis Get the QR Code (Secret Token) | 182

Client on your device.
Download the Marvis Client Installer | 182

Deploy the Marvis Client Using the SOTI
MDM | 182

Deploy the Marvis Client Using AirWatch or
VMWare Workspace ONE | 184

Deploy Marvis Client Using Other
MDMs | 184

Install Through Sideloading | 185

Verify the Installation | 188

Before You Begin

Configure your network firewall settings to allow the Marvis client to connect to your Mist organization.

¢ |f your Mist organization resides in Amazon Web Services (AWS) cloud (default), use the following
settings:

o wss://client-terminator.mistsys.net:443/ws or protocol WSS (websocket) port 443 for domain/
path

e https://api.mist.com
or HTTPS protocol port 443 for domain
¢ |f your Mist organization resides in Google Cloud Platform (GCP) cloud, use the following settings:

e wss://client-terminator.gc1.mist.com/ws or protocol WSS (websocket) port 443 for domain/path


https://api.mist.com/

e https://api.gcl.mist.com/

or HTTPS protocol port 443 for domain

NOTE: If your Mist organization resides in a cloud other than AWS or GCP, contact the
support team for the appropriate URLs to configure the firewall settings.

Get the QR Code (Secret Token)

1. Select Organization > Admin > Mobile SDK from the left menu.
2. Click Token at the top of the Mobile SDK page.
3. Create a new token, or use an existing token:
e For a new token—Click Create Invitation. Enter a name for this invitation, and then click Create.

When the token appears on the page, click View to see the QR code.

e For an existing token—Refer to the token names to find the one that you want to use. Click the
View link on the right side of the page to see the QR code.

Download the Marvis Client Installer

1. Select Organization > Admin > Mobile SDK from the left menu.
2. Click Marvis Client at the top of the Mobile SDK page.

3. Under Windows, macOS, or Android, select the firmware, and then click Download Installer.

Deploy the Marvis Client Using the SOTI MDM

To deploy the Marvis client using a mobile device management (MDM) solution, you must customize the
Android package kit (APK) package deployment. You customize the APK deployment with the Intent
action to set the secret software development kit (SDK) token upon installation. When you launch the
customized application package, the client will be fully preconfigured and onboarded for operation.

You can onboard the Marvis client using the SOTI MDM.


https://api.gc1.mist.com/

NOTE: We do not present the overall generic Android application deployment process with SOTI.
We present only the information necessary to customize the Android application to complete the
client deployment.

Before you begin:

1. Ensure that you have a Windows device or a virtual machine (VM). You will run Package Studio,
which runs only on Windows devices.

2. Download SOTI’s MobiControl Package Studio (McStudio.exe).
To deploy the Marvis client using MDM:

1. On your Windows device or VM, launch Package Studio and create a package project with the
following settings:

e Processor—All (unless targeting specific CPU or device types)

¢ Platform—Android

e OS Version—5 to 13 (unless you want to use a specific version)
e \ersion String—Set to the same versioning as the APK version
¢ Vendor—Mist Systems, Inc.

e Optional space requirement specifications
2. Add the Marvis client APK.
3. Add the following Script file:

e Script Engine—Legacy

e Script Type—Post-Install

4. Import the script file. The script file must have the following content:

sendintent -a "intent:#Intent;
action=android.intent.action.MAIN;component=com.mist.marvisclient/.MainActivity;S.MOBILE_SDK_S
ECRET=TheSecretValueHere;end;"


https://www.soti.net/mc/help/v14.1/en/packagestudio/start/installing.html

If you have configured a specific port on a Zebra device for voice calls, then the script file must have
the following content:

sendintent -a "intent:#Intent;
action=android.intent.action.MAIN;component=com.mist.marvisclient/.MainActivity;S.MOBILE_SDK_S
ECRET=TheSecretValueHere;S.MOBILE_VOICE_CALL_PORT=5070;end;"

5. Build the package.

When you deploy the customized package with SOTI, the Marvis client is preconfigured and onboarded.

Deploy the Marvis Client Using AirWatch or VMWare Workspace ONE

We do not cover the overall generic Android app deployment process with AirWatch. We only cover the
specific steps needed to complete the agent deployment.

Use the following intent command to deploy the agent:

mode=explicit,broadcast=false,action=android.intent.action.MAIN, package=com.mist.marvisclient,cla
ss=com.mist.marvisclient.MainActivity,extraString=MOBILE_SDK_SECRET=TheSecretValueHere

If you have configured a specific port on a Zebra device for voice calls, then use the following content:

mode=explicit,broadcast=false,action=android.intent.action.MAIN, package=com.mist.marvisclient,cla
ss=com.mist.marvisclient.MainActivity,extraString=MOBILE_SDK_SECRET=TheSecretValueHere,extraStrin
g=MOBILE_VOICE_CALL_PORT=5070

You can use the following references to deploy the intent command:

e Configuring Automatic Launch for Android Mobile Devices if you have already deployed the Marvis
client on the device

e Runlntent Action, File-Action Android for new deployments of our APK installer on devices

Deploy Marvis Client Using Other MDMs

If you are using any other MDM, verify that the MDM supports intent execution. If the MDM does not
support intent deployment, then you can use the sideloading procedure described in "Install Through


https://docs.trendmicro.com/all/ent/tmms-ee/v9.8_sp4/en-us/tmms-ee_9.8_sp4_ssdm_olh_server/Configuring-Automati.html
https://docs.vmware.com/en/VMware-Workspace-ONE-UEM/services/ProdProv_All/GUID-FBB62176-0AE9-40CD-89CD-553E9BE04D95.html

Sideloading" on page 185. Here is another example for ADB based (developer/debug) deployment that
you can use to adapt to an MDM of your choice:

adb shell am start -n "com.mist.marvisclient/com.mist.marvisclient.MainActivity" -a
android.intent.action.MAIN -c android.intent.category.LAUNCHER --es "MOBILE_SDK_SECRET"
"TheSecretValueHere" -t "text/plain"

If the MDM solution does not support execution of Android intents, you might need to onboard each

deployed client device manually.

Install Through Sideloading

NOTE: Follow this procedure for internal use, development, testing, or debugging. This process is
not for official customer deployments. However, you can use this procedure in cases where the
MDM solution does not support executing Android Intents to automatically configure the secret

token on installation.
This procedure requires manual intervention for each device being onboarded.

1. Install the APK on the device. You can use Android Debug Bridge (ADB), MDM, or file manager (local
device storage or an SD card containing the APK).

2. Open the Marvis client application on the device.

3. Tap the Marvis icon 7 times to open a special debug menu.
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For Zebra devices, the debug menu shows the port that is configured for voice calls.
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4, Onboard the client using the secret code or scan code:

To use the QR code:

a. Tap the Scan Organization button to open the camera and scan the invitation QR code. Provide

the necessary permissions.

b. When the QR code is scanned, the matching secret token value is inserted into the Secret field.

The secret value is applied to the Marvis client automatically. A message appears indicating that

the value is applied.
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To use the secret code:
a. Type or paste the secret token value in the Secret field. The default value of Secret is empty.
b. Tap the gray Start Marvis button to apply the changes.

A message appears indicating that the value is applied.

You have successfully onboarded the Marvis client.

Verify the Installation

After you install and onboard the Marvis client, verify that those processes have run correctly.

To verify the installation:

Confirm that the secret token value is added correctly. Close the Marvis client process and then
launch it again. Open the debug menu by tapping the Marvis icon 7 times, and verify that the secret
token value is still stored in the field.

If the secret token field is empty and the data does not persist, enter the secret token value manually,
as described in "Install Through Sideloading" on page 185. You might also need to configure the
application deployment to retain the application data.

About 15 minutes after you onboard the Marvis client, confirm that the Marvis client data is available
on the Mist dashboard. You need to wait for a minimum of 10 minutes after onboarding the Marvis
client for the data to propagate to the Mist cloud.

If the data is not available in the Mist dashboard, a problem occurred in the client workflow of
collecting data and sending it to the Mist cloud. Contact the support team. If you are able to use
tools such as logcat or Android Debug Bridge (ADB), then you can use them to collect the Marvis
client logs and share the logs with the support team.

For Zebra devices, use the RxLogger tool to collect logs.

When you contact the support team, you must share the Marvis client UUID. You can find the UUID
on the Marvis client debug mode screen. The UUID is used to track the data flow from the Marvis
client to the Mist cloud.



Marvis-Zebra Integration

SUMMARY IN THIS SECTION
Explore the benefits of integrating the Marvis Overview | 189
Android Client with Zebra Wireless Insights. Connection Events | 189

Roaming Events | 190

Voice Events | 190

Overview

The Marvis client works with Zebra Wireless Insights to provide enhanced visibility into networking and
connectivity. Zebra Wireless Insights is a service built into Zebra Android devices that provides insights
into the data, voice, and roaming events of Zebra devices. Zebra devices can directly capture client
events on the end-user side without you having to run any additional tests. Combined with the existing
event reports captured by the Mist access points (APs) and the Marvis client, these client event reports
deliver a holistic view of the network and client activity.

You can view client-reported events by using the Client-Reported tab under the Client Events section of
your Zebra device's Client Insights Dashboard. You can switch between AP-reported events and client-
reported events by using the tabs. If your Zebra device has no client events to report, the tab is hidden.

NOTE: To view client events from your Zebra device, the device must have a valid Wireless
Insights license and the Marvis Android Client (V33.x or later) installed.

Connection Events

Mist APs provide visibility into user pre-connection and post-connection states. The Marvis client
leverages Zebra Wireless Insights to get more information about connection states, including detailed
visibility into connection events and their causes. You can view details about client connection and
disconnection events. For example, you can decipher what happens when a device tries to connect,
roam, or disconnect.



Here is a sample event and the condition that triggered the event:

Disconnect Suppression Triggered: The device-management path is still active with the AP. However, the
data path is blocked—the device neither sends nor receives data from the AP. During this period, the
data tries to roam to a new AP or reconnect to the same AP. On a successful roam or reconnection to an
AP, the data path or connection resumes (indicated by the Disconnect Suppression Completed event).
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Report

Roaming Events

The Marvis client provides the roaming journey of every device with the RoamingOf query. With Zebra
Wireless Insights, you can get insights into what triggered the roam, such as poor coverage area.

Client Events 6Total 4Good ONeutral 0Bad AP Reported  Client Reported

Device Unlocked

AP Collin's AP AP MAC 44:20:00:0:15:77
Device Locked
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completed
Client roaming in Collin's AP
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Voice Events

You can view and analyze information about voice calls made using Zebra devices. The Marvis client
provides details about when the call began and ended, along with the call performance. You can view a
summary of voice events both during the call and after it ends.
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Zebra Wireless Insights measures the performance in terms of packet loss, latency, jitter, VolIP link
quality, and Wi-Fi link quality. The Mist cloud receives this data from the Marvis Client and displays the
data on the Insights page for a client. You can also see the description and reason for events that
occurred during the call, which provides additional insight into the experience from the client’s

perspective.

Client Events  11Total 3Good &Neutral
Incremental Interim  Collin's AP

Voice Call Report

Voice Call Stopped ~ Collin's AP

Voice Call Report  Collin's AP

Voice Call Report  Collin's AP

Voice Call Report ~ Collin's AP

Voice Call Report ~ Collin's AP

Voice Call Report Collin's AP

Voice Call Report Collin's AP

Client Events  35Total 24Good 7 Neutral

Voice Call Summary ~ Collin's AP
Report

Incremental Interim  Collin's AP
Voice Call Report

Voice Call Report  Collin's AP
Voice Call Report Collin's AP
Voice Call Report  Collin's AP
Voice Call Report  Collin's AP
Client disconnected ~ Collin's AP

0Bad

4 Bad

AP

Average Packet Loss

Average SNR

BSSID

Packet IDs

Reason

RX Rate

Description

Average RSS|

Average Voice Latency

Max Jitter

RSSI

SNR

TX Rate of Max Packets

VOIP Link Quality

Collin's AP
2

28dB
d4:20:b0:d8:19:4c
]

tx power and data rate
mismatch

105 Mbps

Iatency exceeded, packet
loss exceeded

-58 dBm
6ms
10ms
57 dBm
34d8
32 Mbps

4

AP MAC

Average RSS!

Average Voice Latency
Max Jitter

Packet Loss Percentage
RSS!

SNR

TX Rate of Max Packets

VOIP Link Quality

Average SNR
BSSID

Packet Loss Percentage
RX Rate

Description

Voice Latency

WIFI Link Quality

AP Reported  Client Reported
44:20:00:¢0:15:77

-62 dBm

4ms

29ms

8%

-63 dBm

28 dB

208 Mbps

4

AP Reported  Client Reported
33dB

dd:20:b0:d8:19:4c

4%

27 Mbps

partial voice report after

sip call stopped, latency

exceeded, packet loss

exceeded

6ms

a



CHAPTER

Marvis App for Teams

Overview of the Marvis App for Microsoft Teams | 193
Enable or Integrate the Marvis App in Microsoft Teams | 193
Install the Marvis App in Microsoft Teams | 196
Troubleshoot Using the Marvis App | 204

Search and List Functions in the Marvis App | 211

View or Change the Organization in the Marvis App | 214




Overview of the Marvis App for Microsoft Teams

SUMMARY

You can access Marvis from your Teams desktop or web client.

The Marvis Microsoft Teams app makes it easy for you to access Marvis directly from your Teams
desktop or web client. The Marvis app is integrated with Microsoft Teams. You can use the app to search
for devices, view details, troubleshoot your network and sites, and search for documentation without
having to log in to the Juniper Mist™ portal. With the Marvis app, all the information is available on
demand, right at your fingertips!

Using the Marvis app, you can log in to your organization and access information similar to how you
would access the information in the Mist portal. Network Operation Center (NOC) users can use the app
to debug all aspects of support tickets.

You can use the Marvis app as an individual user or as part of a team through a Teams channel.

This short video describes the Teams integration.

2 Video: Seamless Collaboration & Productivity with Marvis VNA + Microsoft Teams App
Enhancement

Enable or Integrate the Marvis App in Microsoft

Teams
SUMMARY IN THIS SECTION
Your Microsoft Teams administrator can enable or Enable the Marvis App in Your Teams
integrate a third-party application such as Marvis in Environment | 194

Teams. This topic provides the procedures to
integrate the Marvis app in Teams.


https://www.youtube.com/watch?v=FV6MDJGgdFc&t=2s
https://www.youtube.com/watch?v=FV6MDJGgdFc&t=2s
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®  Add the Permission Policy for the Marvis
App | 195

©®  Assign the Policy to Users | 195

Go through these steps to enable the Marvis app, add the permission policy, and assign the permission
to the users.

NOTE: The steps might vary based on updates and changes Microsoft makes to the Teams
Admin Center. We recommend that you refer to the Microsoft documentation if the following
steps look different from what you expect.

I Enable the Marvis App in Your Teams Environment

To enable the Marvis app in your Teams environment:

1. In your web browser, navigate to the Microsoft Teams Admin Center (https:/
admin.teams.microsoft.com).

2. Log in using your administrator account (Teams admin or Global admin) credentials.

3. From the left menu, select Teams apps > Manage apps.

Microsoft Teams admin center P Search - Preview

@ Dashboard Manage apps n
AR Teams v Control which apps are available to users in your organization by allowing and blocking apps. You can also upload and
approve custom apps. After managing apps on this page, you can use app permission and app setup policies to configure
what apps are available for specific users in your organization's app store. Learn more
£ Users v
L Teams devices v
SOT— ot ape
B Teams apps ~
< FormMachines
0 0 [B] | build enterprise-grade business forms to
| Manage apps gather complex data with ease
Submitted custom apps Updated custom apps

00

Permission policies

Setup policies

All apps All subscriptions
Customize store

Browseby  Everything v
& Voice v
Analytics & reports v + Upload new app A %) ze 5 . i @, imardi
v Name T Certification (D Publisher Publishing status Status
*+ Show all

Marvis® Publisher attested Juniper Networks - Blocked

4, On the Manage apps page, search for Marvis.
You'll see the Marvis app listed with the status as Blocked.


https://admin.teams.microsoft.com
https://admin.teams.microsoft.com

5.
6.

Click the Marvis app.
On the Marvis details page, change the status to Allowed.

The Marvis app is now enabled in your Teams environment.

Add the Permission Policy for the Marvis App

Permission policies allow you to control which users can use the Marvis app. You can control the access
by creating and applying the policy to specific users. You can either create a policy or edit the default
policy. We recommend that you create a policy.

To add the permission policy for the Marvis app:

1.

From the left menu of the Microsoft Teams Admin Center window, select Teams apps > Permission
policies.

2. Click Add. Provide a name and description for the policy.

3. Under Third-party apps, select an option that suits your organization's requirement. We recommend

© N o un &

that you select Allow specific apps and block all others. This option enables you to select the apps
that you want to allow in your Teams environment.

Click Allow apps.

Search for the Marvis app.

Select the Marvis app from the search results and click Add.
Click Allow.

Click Save.

Assign the Policy to Users

You can assign the policy to specific users or to a group of users.

To assign the policy to users:

1.
2.

From the left menu of the Microsoft Teams Admin Center window, navigate to the policy page.

To assign the policy to specific users:

a. Select the policy, click Manage users, and then click Assign users.

b. Add the users and then click Apply.



NOTE: If you want to assign the policy to all users in your organization, modify the Global policy
to allow the Marvis app. However, we do not recommend modifying the Global policy because it
affects all users in your organization.

After you assign the policy, the Marvis app will be available to the users or Teams channels based on the
assigned permission policy.

Install the Marvis App in Microsoft Teams

SUMMARY IN THIS SECTION
Follow these procedures to install the Marvis app, Install the Marvis App in Teams | 196
connect it to your Juniper Mist™ organization, and Connect to Your Mist Organization | 198

add the app to a Teams channel.
Add the Marvis App to a Microsoft Teams

Channel | 202

Teams users can install and use the Marvis app only if the administrator allows the app in the Teams
environment. Additionally, the administrator must make the app available to users through permission
policies. See "Enable or Integrate the Marvis App in Microsoft Teams" on page 193.

Install the Marvis App in Teams

To install the Marvis app in Teams:

1. From the left pane of your Microsoft Teams window, select Apps.
2. Enter Marvis in the Search box and click the Search icon.
You'll see the Marvis app listed in the search results.

3. Select the app and click Open.
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By using Marvis®, you agree to the privacy policy, terms of use, and permissions.

You'll see the following window, which indicates that you have successfully installed the app:
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Org Token:  Token R

Connect o

4. Next, you'll need to connect to your organization in the Mist portal.



Connect to Your Mist Organization

To connect to your Mist organization:

1. Enter the following details to log in to your organization:

e Cloud environment name (for example, Global 01, Global 02). You can obtain this information
from the Mist portal login screen.
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You can find your Org ID on the Organization > Settings page in the Mist portal.



@ Monitor

Marvis™
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@ Organization

Org Token

Organization Settings

Organization Name

Live Demo

Organization ID
o777/ I :f || O

Managed Service Provider

The Mist Demo MSP
Assign to a different MSP

Password Policy

@ Enabled O Disabled
Require passwords of atleast | 8 characters

O Require special characters
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You can generate the Org token on the Organization > Settings page in the Mist portal. The Org
token operates like the user-based API token, but it is tied to a particular organization. Org token
permission is based on the Access Level and Site Access options you select.

To create a token:

a. Click Create Token under the API Token section on the Settings page.

b. Enter a name and click Generate. The generated key is the Org Token.

200



201
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2. Click Connect. A successful connection displays the following window:
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< Marvis®

Marvis® Chat About

@ Your response was sent to the app X

8:49 AM

Connect

Marvis® 8:49 AM

@ Connected to Org Live Demo

Hi. I am Marvis, your Virtual Network Assistant. At present, | can perform following task:

« Troubleshoot Wi-Fi clients, AP, Switch & Site
« Search device
¢ Search Mist documentation

To re-configure Marvis, type configure
To switch between existing configurations, type my_configs

To view current active config, type active

Type a new message
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I Add the Marvis App to a Microsoft Teams Channel

You can add the Marvis app to a Microsoft Teams channel as a team member. Members of that Teams
channel can then query Marvis for information.

Before you add Marvis to a Teams channel, you must install the app in Teams and connect the app to the
organization, as described in the previous sections.

To add the Marvis app to a Microsoft Teams channel:

1. In the left pane of your Microsoft Teams window, select Apps.

2. Enter Marvis in the Search box and click Search.
You'll see the Marvis app listed in the search results.

3. Click the app and select Add to a Team.



Marvis®
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Marvis® helps Administrator identify network issues and monitor user experience

By using Marvis®, you agree to the privacy_policy, terms of use, and permissions.

4. Select the Teams channel.
That's it! You and your team members can start asking Marvis questions.
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Post by marvis-teamsbot

General

Reply

Kumar Yesterday 7:04 PM
Connect

Marvis® Yesterday 7:04 PM
Connected to Org Live Demo

Hi. | am Marvis, your Virtual Network Assistant. At present, | can perform following task:
o Troubleshoot Wi-Fi clients, AP, Switch & Site
o Search device
o Search Mist documentation

Kumar Yesterday 7:04 PM
Marvis® tshoot site live demo

Marvis® Yesterday 7:04 PM
Troubleshooting Live-Demo. Here's what | found on Jun 25th between 12:00 AM to 7:04 PM.

Wireless
[Z] The Client on site experienced Authorization, v
Low Power, and Asymmetry Uplink issue(s).

Wired
The Client on site experienced Authentication v
issue(s).

v 20 Q@B B BO >R GO+

5. Use the @marvis prompt to enter your first question.

Troubles

hoot Using the Marvis App

Go to channel

Troubleshoot a Wireless Client | 205

SUMMARY IN THIS SECTION

Follow these procedures to troubleshoot issues with 4

wireless and wired clients, devices, and sites. ®  Troubleshoot a Wired Client | 205
®  Troubleshoot a Device | 206
([ J

Clients | 207

Troubleshoot Unhappy Devices or

®  Troubleshoot a Site | 209
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Troubleshoot a Wireless Client

Using the Marvis app, you can view failures of a wireless client and its associated access point (AP).

To check whether a wireless client is experiencing any issues, enter a phrase such as "Troubleshoot client
name'" in the Teams window.

Here's an example that shows the details Marvis provides for the phrase "troubleshoot client

name." In this case, Marvis reports that the client is experiencing an authorization error due to a
connection timeout.

(@) Marvis® chat About

< 1-5 ot 10 >

1:27 PM

troubleshoot client aconcagua °

Marvis® 1:27 PM

D Troubleshooting aconcagua. Here's what | found on Jun 22nd between 12:00 AM to 11:59 PM.

Authorization Error
aconcagua failed due to connection timeout during A~
auth process.

Client had authorization failures 100% of the time on
wireless LAN Live_demo_only. This problem is client-
specific. Most failures occurred on client aconcagua.

Recommendations:

« Update the Wi-Fi password on the device to match
the one configured for the WLAN

* Check if the radius server is reachable.

« Ensure the user's certificate hasn't expired.

@ Client Insights [ Failure Timeline

Type a new message

@@ >R O - B

You can click the issue to view details. You can click the Client Insights or Failure Timeline option

for more details. In some cases, Marvis also provides recommendations to fix the issue, as the
screenshot shows.

Here are some sample phrases that you can use to troubleshoot wireless clients:

e how was <client name> on June 22nd

e tshoot client <mac or name> on June 21

Troubleshoot a Wired Client

To view wired clients that are experiencing issues, use phrases such as the following:



206

e tshoot wired client <mac>
e troubleshoot client name

Here's an example that shows the details Marvis provides for the phrase "tshoot wired client
<mac>",

C Marvis®

Marvis® Chat About

5:46 PM
tshoot wired client dc:a6:32:c7:¢6:d5

Marvis® 5:46 PM

@ No issues are found with Raspberry Pi Trading Ltd on Jun 19th 12:00 AM to Jun 26th 1:30 PM

I Troubleshoot a Device

You can use the Marvis app to check for issues on APs, switches, or WAN edge devices.

To check whether a device is experiencing any issues, enter a phrase such as "tshoot switch name" or
"tshoot device name" in the Teams window.

Here's an example that shows the details Marvis provides for the phrase "tshoot switch name!" In
this case, Marvis reports that two clients connected to the switch experienced an authentication
failure.

tshoot switch Id-cup-idf-d-sw1_11

Marvis® 1:34 PM

(@] Troubleshooting Id-cup-idf-d-sw1_11. Here's what | found on Jun 19th 12:00 AM to Jun 26th 1:30 PM.

Authentication Failure
2 wired client(s) connected to the switch experienced A
authentication failure 69% of time.

interface(s) ge-1/0/17 experienced failures. This problem is

switch specific. Most failures were experienced on switch
|d-cup-idf-d-sw1_11

7 Switch Insights 7 Failure Timeline
Config Failure

Due to switch config failure.

Latency
Due to high latency on interfaces(s).

You can click the issue to view details. You can click the Switch Insights or Failure Timeline option
for more details. In some cases, Marvis also provides recommendations to fix the issue, as the
following screenshot shows:



(@) Marvis® chat About
tshoot kputtaswamy in last 7 days
Marvis® 1:30 PM

@ Troubleshooting E972F772-EF34-48FC-8COE-89AABC90723A. Here's what | found on Jun 19th 12:00 AM to Jun 26th
1:30 PM.

Slow Roam

The client experienced high latency in standard v
roaming.

Low Power

The AP had low power of 25.5 W when connected to v

|d-cup-idf-c-sw11 on port ge-0/0/46.

Poor Coverage
Due to the device connecting at a low signal strength.

Client experienced poor wireless coverage 22% of the time.

Recommendations:

« Ensure there are sufficient number of access points
covering the site.

» Check if the device is sticky i.e. continues to connect
at low values.

(7 Client Insights (2 Failure Timeline

Type a new message

@@ E >R O - B

Troubleshoot Unhappy Devices or Clients

To check for devices experiencing issues (unhappy devices), simply enter the phrase "unhappy <device
type>" in the Marvis chat window. For example, if you want to view unhappy WAN edge devices, enter
"unhappy WAN edges" and Marvis will show all the WAN edges that are experiencing issues.

Here are a few examples. You can click any device to view the issues.

Unhappy WAN edges:

7:16 PM

unhappy gateways
PPy 9 Y ©

Marvis® 7:16 PM

D Here is the list of Gateways having issues on Jun 26th between 12:00 AM to 7:16 PM:

@ Seattle BN
Gateway Mac: 02:00:01:de:81:75 Site: Seattle

@ LD_SRX S
Gateway Mac: fc:33:42:62:af:00 Site: Live-Demo

[Type a new message

@ @ D> QQ - B

Unhappy APs:



Marvis® Chat About

7:14 PM
Unha APs
PPy ©
Marvis® 7:14 PM
@ Here is the list of APs having issues on Jun 26th between 12:00 AM to 7:14 PM:
LD_Friday
[*]) AP Mac: d4:20:b0:f1:03:c5 IP: 192.168.2.24 Site: >
Live-Demo
LD_Jsw
E] AP Mac: d4:20:b0:f1:08:39 IP: 192.168.2.10 Site: >
Live-Demo
LD_Collin's AP
[*]) AP Mac: d4:20:b0:81:99:2¢ IP: 192.168.0.132 Site: >
Live-Demo
LD_IDF_B_AP
(*] AP Mac: 5c:5b:35:3e:4e:ca IP: 192.168.2.61 Site: >
Live-Demo
LB_loT_Imagotag_Dongle >
AP Mac: 5¢:5b:35:50:09:1a IP: None Site: loT Site
[Type a new message
v © ®® R0 B
.
Unhappy Switches:
Marvis® Chat About
7:12 PM

Marvis® 7:12 PM

@ Here is the list of Switches having issues on Jun 26th between 12:00 AM to 7:12 PM:

Id-cup-idf-c-sw11
Switch Mac: 18:2a:d3:4a:5e:a2 IP: 172.16.84.63 >
Site: Live-Demo

Id-cup-idf-d-sw1_11
Switch Mac: d0:dd:49:91:65:2d IP: 192.168.2.28 >
Site: Live-Demo

SaltLakeSw1
Switch Mac: 54:4b:8¢:1¢:72:f7 IP: 172.28.4.100 >
Site: Westford

NUC-LAB-ACC1
Switch Mac: 2¢:6b:f5:11:79:00 IP: None Site: Mist =
WA Lab (EVE-NG)

NUC-LAB-ACC2
Switch Mac: 2¢:6b:f5:74:74:00 IP: None Site: Mist >
WA Lab (EVE-NG)

(@ Your response was sent to the app X

Type a new message

@@ B> Q0

Unhappy Wireless Clients:

unhappy switches
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(@) Marvis® chat About

9:08 AM
list unhappy wireless clients

Marvis® 9:08 AM

D Here are the clients having WiFi issues at site Live-Demo on Jun 22nd between 12:00 AM to 11:59 PM:

aconcagua
Client Mac: b8:27:eb:cc:0d:49 IP: 192.168.2.31 >
Site: Live-Demo

o
M

everest-4

O, Client Mac: 50:32:37:e8:72:7e IP: 10.100.1.56 Site: >
Live-Demo
Apple

O, Client Mac: 2a:52:55:f2:ae:81 IP: 192.168.2.82 >

Site: Live-Demo

Galaxy-S9
Client Mac: a0:c9:a0:eb:4a:51IP: 192.168.2.243 >
Site: Live-Demo

Jo

LAPTOP-8H8SJ0O35
Client Mac: 68:ec:c5:09:2e:87 IP: 192.168.0.207 >
Site: Live-Demo

Jo

Type a new message

OB B Q0 - B

Troubleshoot a Site

You can use the Marvis app to troubleshoot sites to identify site-level failures.

To check whether a device is experiencing any issues, enter a phrase such as "troubleshoot site name" in
the Teams window.

Here's an example that shows the details Marvis provides for the phrase "troubleshoot site name."
Marvis shows the troubleshooting results for the site. Marvis classifies these failures under the
following categories:

o Wireless
o Wired

e WAN
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1:36 PM

tshoot site live-demo

Marvis® 1:36 PM

@ Troubleshooting Live-Demo. Here's what | found on Jun 19th 12:00 AM to Jun 26th 1:30 PM.

Wireless
[z] The Client on site experienced Authorization, o
AP Disconnect, and Asymmetry Uplink
issue(s).
Wired
The Client on site experienced Authentication v
issue(s).
@ WAN
No major issues found.
fType a new message
@@ E > Q @ - B

You can click the expand arrow to view more details. You can drill down further to view site-level
insights and device-level insights.

Marvis® 1:36 PM

@ Troubleshooting Live-Demo. Here's what | found on Jun 19th 12:00 AM to Jun 26th 1:30 PM.

Wireless

E] The Client on site experienced Authorization,
AP Disconnect, and Asymmetry Uplink
issue(s).

- Clients in the site had authorization failures 30% of the
time. Most of the failures occurred on SSID Live_demo_only
and AP LD_RS_Support.

- APs in the site were healthy 78% of the time. Most of the
failures occurred on AP LD_Collin's AP.

- Clients in the site experienced poor wireless coverage 21%
of the time. Most of the failures occurred on AP
LD_MCB_AP and SSID Live_demo_only.

(2 site Insights

Wired
The Client on site experienced Authentication v
issue(s).

@ WAN
No major issues found.

Type a new message

r © @ F >R @
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Search and List Functions in the Marvis App

SUMMARY IN THIS SECTION
Use the Marvis App to search for devices, sites, and ®  Search for Devices and Sites | 211
documentation. ®  Search for Documentation | 212

®  List Function | 213

I Search for Devices and Sites

You can use the Marvis app to search for devices such as wireless or wired clients, access points (APs),
switches, and WAN edge devices based on the device's name or MAC address. You can also search for
sites by site name. To search for a device or site, simply enter the device or site name in the Marvis chat
window.

The search results provide links to the Insights page for the device or site. Note that you can even search
using partial names.

Here's an example:

Marvis® Chat About
android-1b419d4aa3a0e423
Marvis® 9:05 AM

(@] showing results for android-1b419d4aa3a0e423:

android-1b419d4aa3a0e423
O Client, Mac: 22:0d:af:bd:9c:f7, IP: 192.168.2.74, Site: Live-
Demo

9:06 AM
|d-cup-idf-c-sw11

Marvis® 9:06 AM

(@] showing results for ld-cup-idf-c-sw11:

Id-cup-idf-c-sw11
Active Switch, Mac: 18:2a:d3:4a:5e:a2, IP: 172.16.84.63,
Qite: | ive-Namn

[Type a new message

r © @B B R O - B




Here are some examples of phrases that you can use to search for a device or site:

<client name>

Search <ap mac> <switch model>

Find <WAN edge mac>

<wired client mac>

<site partial name>

Locate <client

username>

Search for Documentation

You can search for documentation without having to go to the Juniper Networks documentation portal.

To search for documentation, enter a phrase such as "doc search <text>" in the Marvis chat window. It is

not necessary to enter the exact name of the topic. You can enter a word or phrase, and Marvis displays
all topics containing the text you entered. The following screenshot shows the results of a
documentation search using the phrase "doc search <text>".

D Marvis® Chat About

Marvis® 7:20 PM

D Here are some resources related to your query that can help.

5

B

Dynamic port configuration port profile
Through the use of dynamic port configuration, we
assign connected devices to a new port config...

Dynamic port profiles lldp description
Dynamic port configuration (dpc) provides the
ability to assign port profiles to client devices...

Dynamic port profiles
Use our new dynamic port configuration feature to
easily apply port profiles to ports based on the...

Dynamic port profiles
So if you enable 802.1x and on the switch port, you
will be able to detect that and assign that to your...

Dynamic port profiles with mac address and ra...
We are always looking to improve your experience
when using our products and services. this week...

Type a new message

]

]

7:20 PM

doc search 'dynamic port profile for switches'

Z®)

BO &> Q0 -

B

In the following screenshot, notice that Marvis displays documentation links even though the phrase

does not contain the key words such as "doc" or "search.".



7:23 PM

‘cradlepoint integration'

Marvis® 7:23 PM
E] Here are some resources related to your query that can help.
Mist cradlepoint integration guide &4}
E Contents cradlepoint onboardingonboarding
stepsprerequisitescradlepoint...
Cradlepoint onboarding g
E To onboard cradlepoint devices into mist,
customers need to link their cradlepoint netcloud...
E] Cradlepoint offboarding a
Cradlepoint device insights &}
E] Site insights provides details for cradlepoint
events that are ingested from netcloud for each...
E] Cradlepoint inventory a
Type a new message
r © ® > Q@ - B

List Function

You can also use the list function to view information such as unhappy clients, access points (APs)
running an incorrect firmware version, and switches in a site.

To determine which clients are experiencing connectivity issues (which we also refer to as unhappy
clients), use phrases such as, "list unhappy wireless clients" or "list unhappy clients" without providing

details.

Marvis displays a list of clients that are experiencing issues. You can select any client from the list to

view the details.

©

Here is an example that shows the details that Marvis displays for "unhappy clients."



(@) Marvis® chat About

9:08 AM
list unhappy wireless clients

Marvis® 9:08 AM

D Here are the clients having WiFi issues at site Live-Demo on Jun 22nd between 12:00 AM to 11:59 PM:

aconcagua
Client Mac: b8:27:eb:cc:0d:49 IP: 192.168.2.31 >
Site: Live-Demo

o
™

everest-4
Client Mac: 50:32:37:€8:72:7e IP: 10.100.1.56 Site: >
Live-Demo

Jo

Apple
Client Mac: 2a:52:55:f2:ae:81 IP: 192.168.2.82 >
Site: Live-Demo

Jo

Galaxy-S9
Client Mac: a0:c9:a0:eb:4a:51IP: 192.168.2.243 >
Site: Live-Demo

Jo

LAPTOP-8H8SJO35
Client Mac: 68:ec:c5:09:2e:87 IP: 192.168.0.207 >
Site: Live-Demo

Jo

Type a new message

P OB R 0 - B

View or Change the Organization in the Marvis App

SUMMARY

Select the organization that you want to view in the Marvis app.

You can run queries against multiple organizations and also switch between organizations using the
Marvis app,

The Marvis app enables you to:

e Switch between organizations.

¢ View the current active organization (that is, the organization that you're connected to).
e Connect to a new organization or reconnect to the active organization.

Simply type help in the Marvis chat window, and you'll see details about the configure, my_configs, and
active options:
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Marvis® Chat About

hel
P e
Marvis® 1:59 PM
@ Hi. I am Marvis, your Virtual Network Assistant. At present, | can perform following task:
* Troubleshoot Wi-Fi clients, AP, Switch & Site
« Search device
« Search Mist documentation
To use Marvis teams bot, you need to configure it with your credentials. To understand how to get your Marvis
credentials, please refer to our How to Configure Marvis in MS Teams doc.
Once Marvis is configured successfully, users can ask queries like Tr Device or Trot Site directly
and get response on the chat.
Here is a list of some of the commands that you can use
configure >
To configure or re-configure Marvis using your credentials.
my_configs
To view your saved configs & switch between those >
configs.
active
To view your current active config which is being used by >
Marvis.
[Type a new message
y © @ R B

e If you enter configure, Marvis displays the login screen. You can either reconnect to the current
active organization or connect to a different organization.

O Marvis®

Marvis® Chat About

[configure
Marvis® 8:39 AM
=

Marvis Credentials
Cloud: Select an option N7
Org ID: Org ID
Org Token:  Token I

Connect e

e If you enter my_configs, Marvis displays the following:
e Organizations that you're connected to
e The current active organization

Selecting another organization makes it the active organization. You can query Marvis for
information about the devices and sites in that organization.
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(@ Marvis® chat About

124 P

my_configs

Marvis® 11:24 PM

=]

Select Organization:
e Live Demo - (Global01) Active
o [MIST CSQA]-THE TRUE Mist Office [PRODUCTION] - -

@ Your response was sent to the app X

11:24 PM

Activate [MIST CSQA]-THE TRUE Mist Office [PRODUCTION]

Marvis® 11:24 PM

(@ switched to Org [MIST CSQA]-THE TRUE Mist Office [PRODUCTION]!

Type a new message

y @B HE >R O - B

¢ If you enter active, Marvis displays the organization that is currently active.
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Troubleshoot Wireless Connectivity Issues

IN THIS SECTION

Troubleshoot with the Successful Connects SLE | 218
Explore Further on the Insights Dashboard | 220
Get Quick Recommendations About Ongoing Issues | 220

Troubleshoot with Marvis | 221

To recap the information from the various chapters of this guide, this use case shows how you can use
wireless SLEs, the Insights page, Marvis Actions, and the Marvis Conversational Assistant to investigate
and troubleshoot connectivity issues.

Typically, you wouldn't use a//these tools, but this use case illustrates the valuable insights that you can
gain from these tools. Use whichever options suit your situation and your preferences for working in the
Juniper Mist™ portal.

Troubleshoot with the Successful Connects SLE

Let's start on the Wireless SLEs dashboard. SLEs offer insights into current and past issues.

NOTE: To find the Wireless SLEs dashboard, select Monitor > Service Levels from the left menu,
and then click the Wireless button.

In this example, you see that only 22 percent of connects were successful. On the right side of the SLE
block, you see that 98 percent of the issues involved DHCP errors.



Monitor B Insights | liveDemo v | 6:00AM Jan 10, 2024 — 10:00 AM Jan 10, 2024
Users
System changes A Ah A A A Abh

Success Rate  R'EIIIEH H CUNIEVEN  Hide Excluded WLANS

Association
Authorizat
Time to Connect 1 OO% /\ /\ /\ / utherization
success Internet Services

DHCP

= Settings

ok ok 4

Association

Authorization

0,
Successful Connects 22& /\/\ N\ / DHCP
2RP

DNS

NOTE: Although this example focuses on DHCP errors, you can see that this SLE provides
insights into various factors that can affect connectivity, including authorization, ARP, and DNS
issues. For more information about this SLE and its classifiers, see "Wireless Successful Connects

SLE" on page 38.

As shown in the following animation, you can click the DHCP classifier to view the Root Cause Analysis.
There, you can explore the sub-classifiers, statistics, and timeline. You can see which devices were
affected, when they were affected, and where they're located.

As you explore the Root Cause Analysis page, you can discover:

219



o If the failures are being observed across access points (APs) or specific APs.
o If the failures are being observed for specific device types or across all device types.

o If the failures are being observed across all Wireless Lans (WLANS) or a specific WLAN.

Explore Further on the Insights Dashboard

As you identify the impacted devices, you can get more details on the Insights dashboard. This
dashboard offers information about current and past issues.

NOTE: To find the Insights dashboard, select Monitor from the left menu of the Juniper Mist
portal. Then click the Insights button at the top of the Monitor page.

For connectivity issues, it's helpful to look at AP Events and Client Events.

For this example, let's look at Client Events. If you click the Bad tab at the top, you can focus on the
user-impacting issues. In this example, you see the details that are available for a DCHP timeout. For
more information about an incident, you can click the link on the client name or the AP name.

Client Events 47 Total 3734 Goed 3605 Neutral 3308 Bad 5,808 » ==

DHCP Timed Out

DHCP Timed Out

Get Quick Recommendations About Ongoing Issues

The Marvis Actions dashboard offers quick recommendations about current and past issues.

In this example, the Actions dashboard shows several connectivity issues. In this example, DCHP Failure
has the highest number of issues. When you click DHCP, you see a recommended action. You also see
the scope of the issue: which sites were affected, what happened, and when the issues occurred.



ACTIONS A sites
Clients Application
|
S NN
1Layer 1 / \ Security
—
4
16 Connectivity 9 WAN Edge
\ 74P 9 switch
\ 4 Authentication Failure

e

\5 DHCP Failure )

3 ARP Failure

4 DNS Failure
2 Other Actions

DHCP FAILURE +
RECOMMENDED ACTION
The following DHCP server(s) are not responding. Please check if they are online and able to lease IP addresses.

O site Reason Details Date Y status
O LveDemo AP Near Mary View More Jan 22,2024 10:20 AM Open ~
O Live-Demo All WLANS failing Affects 5 Clients Jan 19, 2024 2:04 PM Open +
O LveDemo DHCP Server 192.168.2.1 Affects 8 Clients Jan 19,2024 10:15 AM Open ~
O wveDemo 2 APS 0N WLAN Mist_loT Affects 8 Clients Jan 18, 2024 3:05 PM Open ~
O wLve-emo VLAN 120 Affects 87 Clients Jan 18,2024 1:29 PM Open +

I Troubleshoot with Marvis

If you have a Marvis subscription, you get help by clicking the Marvis icon and entering questions.

Juniper Mist” ’

NOTE: Look for the Marvis icon at the top-left or bottom-right corner of the Juniper Mist portal.

As shown in the animation below, you can enter troubleshoot followed by the MAC address or
hostname of a device. Then interact with Marvis to get the information that you need.
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Troubleshoot Specific Connectivity Issues by Using
the Marvis Conversational Assistant

SUMMARY IN THIS SECTION
Understand how you can use the Marvis Troubleshoot Authorization Failures I 223
conversational assistant to troubleshoot specific
connectivity issues.

([

®  Troubleshoot DHCP Issues | 229
®  Troubleshoot PSK Failures | 231
([

Troubleshoot RADIUS Authentication
Failures | 233

We cover a few troubleshooting examples so that you get an idea about how you can use the Marvis
conversational assistant to troubleshoot connectivity issues.



Troubleshoot Authorization Failures

Authorization failures can be due to various reasons such as a RADIUS server not responding and clients
failing to complete the authorization process. This example shows how you can use the Marvis
conversational assistant to troubleshoot authorization failures both for a site and a client.

To troubleshoot authorization failures at a site:

1. In the Marvis conversational assistant window, enter troubleshoot followed by the site name. You
can also specify a duration.

In this example, you'll see that Marvis identifies authorization issues in the wireless network.

MARVIS Yy -
@ WAN

@. Marvis Actions

x|

x|

Troubleshoot Site live-demo in last 7 days

Checking site Live-Demo.

Here is what | found on Feb 20th 12:00 AM to Feb 27th 9:15 PM:

E] Wireless

Wired

]

@ WAN

i Marvis Actions

]

2. Click the Wireless category to get some more details about the issue. In this example, you'll see that
Marvis reports that the clients at the site faced authorization failures 36% of the time.



MARVIS

e

Clients in the site experienced limited RF capacity 51% of the time. Most of the failures occurred on 5 GHz and AP LD_DataScience.

Clients in the site had authorization failures 36% of the time. Most of the failures occurred on 5 GHz and device type unknown.

Wireless SLE |8 Site Insights |B Scope of Impact > Recommendation -

You can investigate further by using the options displayed.

Scope of Impact

Scope of Impact provides a graphical representation of all the clients that experienced issues. You can
also choose to view the information based on a wireless LAN (WLAN), access point (AP), or radio band

by using the drop-down list on the right.

Clients in the site experienced limited RF capacity 51% of the time. Most of the failures occurred on 5 GHz and AP LD_DataScience.

Clients in the site had authorization failures 36% of the time. Most of the failures occurred on 5 GHz and device type unknown.

Wireless SLE (B | Site Insights [0 | BTl ET 04 Recommendation ->

Clients in the site experienced limited RF capacity 51% of the time. Most of the failures occurred on 5 GHz and AP LD_DataScience.
Clients in the site had authorization failures 36% of the time. Most of the failures occurred on 5 GHz and device type unknown.
Wireless SLE (&1 Site Insights |3 Scope of Impact > Recommendation >

Scope of Impact

M Failure [ Success.

c200_500620 QN
c200_500462 QN
android-seb7es70es259103 (N

android-39484078fb8b955d

oy

Wireless SLE

224
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The Wireless SLEs dashboard provides site-level insights and SLE classifiers. In this example, you'll see
that the Successful Connect service-level expectation (SLE) shows that 64 percent of the connects were
successful.

Monitor Wired | WAN | Location | Insights Live-Demo v 12:00 AM Feb 20, 2024 — 9:1

MARVIS

<

Users Clients in the site experienced limited RF

capacity 51% of the time. Most of the failures
' occurred on 5 GHz and AP LD_DataScience.

Clients in the site had authorization failures

System changes 36% of the time. Most of the failures occurred

on 5 GHz and device type unknown.

Wireless SLE (B | Site Insights [T | ISSIEIIIGLER ST S
Values ‘ PINVANERY Hide Excluded WLANS ‘

Recommendation >

Authorizatio

93% m Internet Sen
Time to Connect 25 | associai Clients in the site experienced limited RF

DHCP capacity 51% of the time. Most of the failures
occurred on 5 GHz and AP LD_DataScience.

Association

64% Clients in the site had authorization failures
Brice
Suceessiul Connects success o 36% of the time. Most of the failures occurred

DNS on 5 GHz and device type unknown.

Weak Signal OSSN =] | Site Insights [T | Scope of Impact >
Coverage 86% W Asymmetry
success Asymmetry Recommendation -

s T T s

Click the Authorization classifier on the right to view the Root Cause Analysis page. This page provides
detailed information. You can look through each of the tabs on the page. For example, you can use the
Distribution tab to determine if the issue is being observed across:

e All APs or specific APs
e All users or specific users
e All WLANS or specific WLANSs

e All device types or specific device types
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Wireless / Successful Connects /

Auth o r|Zat| on VIEW INSIGHTS Live-Demo ~ 12:00 AM Feb 20, 2024 — 9:15 PM Feb 27,2024 ~
Root Cause analysis select ametric to analyze D # 2
Service Level Metrics Classifiers
Time to Connect 9% Association <1%
Successful Connects 64% Authorization 52%
Coverage 86% DHCP 8%
Roaming 96% ARP <1%
Throughput 100% DNS <1%
Capacdity
AP Health 91%
Statistics Timeline Distribution Location
Affected Items  specific items that failed to meet the service level goal
Users 28 Overall
Name Impact Failure Rate  MAC Address Device os Last AP wLAN A Location
Access Paints 10 kputtaswamy-mbp  0.07% 1% 18:4d:89:7b:60:¢9  Mac Sonoma  LD_MCB_AP Guest Wi-Fi 01 - Office
Applications 37 4c08:0f:01:03:16 021% 100% dc:08:0£:01:03:16  unknown unknown LD_MCB_AP Guest Wi-Fi 01 - Office
86:7€156:97:96:9b  0.77% 100% 86:7€156:97:96:9b  unknown  unknown  LD_MHMD Guest Wi-Fi 01 - Office
satishj-mbp 0.07% 6% bc:d0:74:59:bd:c2  Apple Apple OS  LD_Conf2 Live-Demo-NAC 01 - Office
88:66:5a:18:2d:1f  0.07% 8% 88:66:5a:18:2d:1f  Mac Ventura  LD_DataScience  Live-Demo-NAC 01 - Office
sdey-mbp 0.28% 29% f0:2:4b:0c:90:cd  Mac Catalina  LD_MCB_AP Live-Demo-NAC 01 - Office ’

The Affected Items tab displays the impacted users, APs, and applications. You can drill down further by
clicking a user. The Failure Rate column indicates whether the user always fails to connect. Users
experiencing a 100-percent failure rate over a long period of time are listed under the Persistently
Failing Clients category in Marvis Actions as shown in the following example:

’ LIVE DEMO

ACTIONS

Clients

/

1 Layer 1
15 Connectivity 3 WAN Edge
|
6 AP 9 Switch
2 Other Actions (2 Persistently Failing Clients
PERSISTENTLY FAILING CLIENTS Persistently Failing Details x

1 impacted client at Live-Demo.

A RECOMMENDED ACTION A Raspberry Pi Trading Ltd

Switch: Demo_Switch
These clients are continuously failing to connect. Please check the corresponding config; dca6:32:c7-e8:8

Port: ge-0/0/23
VLAN: 20

@] site

Clients Details Date
[m] Live-Demo 1 Client 802.1x auth fail: mac-radius user| View More Apr 6, 2024 9:10 AM
Live-Demo 1 Client 802.1x Auth Fail View More

Apr 4, 2024 2:06 AM

To troubleshoot authorization failures for a client:

Security

Change lang!
L org M Sites
Application
¥ status
Open ~
Open ~


https://www.juniper.net/documentation/us/en/software/mist/mist-aiops/topics/concept/marvis-actions-persistently-failing-clients.html
https://www.juniper.net/documentation/us/en/software/mist/mist-aiops/topics/concept/marvis-actions-persistently-failing-clients.html
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1. In the Marvis conversational assistant window, enter tshoot client followed by the MAC address or
hostname of the client. In the following example, you'll see that Marvis detects an authorization error
for the client.

MARVIS v -

Here is what | found on Feb 20th 12:00 AM to Feb 27th 9:15 PM:

G Wireless

Clients in site experienced Wifi Interference and Authorization issues.

=]

Wired

No major issues found.

]

WAN
No major issues found.

]

, Marvis Actions
30 marvis action(s) recommended on the site 6 ©

tshoot client 2a:e4:¢9:91:1b:59
Checking Client djuniper.net at site Live-Demo.
——
Here is what | found on Feb 20th 12:00 AM to Feb 27th 9:15 PM:

Authorization Error
‘ [@juniper.net failed due to 802.1x authentication failure. & @

[ + Message ]

2. Click Authorization Error to view more details. In this example, you'll see that Marvis reports that the
client faced authorization failures 100 percent of the time.

MARVIS

&

Client had authorization failures 100% of the time on wireless LAN Live-Demo-NAC.

Site impact: This problem is affecting a small number of clients. Most failures occurred on band 5 GHz.

Additional information listed below:

Failure Timeline & Client Insights & Scope of Impact > Recommendation -

Note that Marvis also reports this issue on the Marvis Actions page, under the Connectivity category.



As we are looking into a client-specific issue, you can click Client Insights. The Client Events section lists
all the events associated with the clients. You can click the authorization failure event to see the reason
for the failure.

=== [ ~Anonymous

Live-Demo

12:00 AM Feb 20 - 9:15 PM Feb 27 (drag an area of interest to Zoom in)
b20 ol T2z CE
Total Bytes Jata Rate

25 63 16 27 25 215 2 50 30 70

6:00 AM - 7:00 AM Feb 27: Bytes: no data, 0.00 Mbps

it

Client Events  353Total 0Good 181 Neutral 172Bad

AP Deauthentication LD_Marvis MAC Address 23:04:¢9:91:1b:59 Number of Streams 2
Authorization LD_Marvis Last Association 82 secago Band 5GHz
Failure

Reaser 2 Description Reason code 2
AP Deauthentication LD_APEng “Previous

23:16:fc:3f: authentication no
r—— e BSSID ac:23:16:fc:3f95 AT
Failure ? = 5 Auth Fail(23).
AP Deauthentication LD_Testbed_MD
- - Channel 132

ssiD Live-Demo-NAC
Authorization LD _Testbed_MD o
Failure ® Authentication Type eap
AP Deauthentication LD_Marvis

4 Download Packet Capture

You can also download the packet capture for the authorization failure. Here is a sample packet capture.
You can see that the client does not respond to identity requests and repeatedly tries to connect
without providing a client identity response.

[ ] [ ] M 301cf119-d5dc-11ee-bSce-cd3c97fc004d.pcap
4 RE QRe=s=Egp 35 Q @ If
LI 0+
No. Time Source Destination Protocol | Lengtt Info
1 2024-02-27 17:52:15.5405.. 2a:e4:c9:91:1b:59 Mist_fc:3f:95 112 Authentication, SN=2043, FN=0, Flag «C
2 2024-02-27 2a:e4:c9:91:1b:59 73 Authentication, SN=0, FN=0, Flags: .
3 2024-02-27 Mist_fc:3f:95 277 Reassociation Request, SN=2044, FI , Flags: C, SSID="Live-Demo-NAC"
4 2024-02-27 f 2a:e4:¢9:91:1b:59 258 Reassociation Response, SN=@, FN=0, Flags=.
5 2024-02-27 17:52:15.5737.. Mist_fc:3f:95 2a:e4:¢9:91:1b:59 86 Request, Identity
6 2024-02-27 17:52:16.4849.. 10.100.0.133 255.255.255.255 171 50923 - 10001 [BAD UDP LENGTH 201 > IP PAYLOAD LENGTH] Len=193
7 2024-02-27 . feB0::265a:4cff:.. ffo2::1 171 60325 - 10001 [BAD UDP LENGTH 201 > IP PAYLOAD LENGTH] Len=193
8 2024-02-27 3 Broadcast 103 Who has 10.100.0.1? Tell 10.100.0.65
9 2024-02-27 4:¢9:91:1b:59 86 Request, Identity

c9
9
c9

1b:59
1b:59

10 2024-02-27
11 2024-02-27

86 Request, Identity
86 Request, Identity
86 Request, Identity

Y
Deauthentication, SN=0, FN=@, Flags

Frame 13: 86 bytes on wire (688 bits), 86 bytes captured (688 bits) on interface 0000 00 00 2b @0 6f 08 00 cO 01 00 00 00 00 00 00 00

Radiotap Header v@, Length 43 0010 &3 7f 00 00 00 00 00 00 02 Oc 1c 16 40 01 01 07

802.11 radio information 0020 00 00 00 10 18 00 03 00 02 00 00 88 02 00 00 2a
0030 e4 9 91 1b 59 ac 23 16 fc 3f 95 ac 23 16 fc 3f

IEEE 802.11 QoS Data, Flags: ......F.

Logical_U"kQ:o"tio? e 0040 95 50 00 @5 00 aa aa 03 00 00 00 88 Se 02 80 00

802.1X Authentication B %5 01 4a 00 05 01

Extensible Authentication Protocol
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Troubleshoot DHCP Issues

Clients might face connectivity issues when they fail to obtain an IP address due to a lack of response
from the Dynamic Host Configuration Protocol (DHCP) server.

To troubleshoot DHCP issues:

1. In the Marvis conversational assistant window, enter tshoot client followed by the MAC address or
hostname of the client. In the following example, you'll see that Marvis detects DHCP issues in the
network.

MARVIS L

Hello, Kumar! 'm Marvis, your virtual network assistant.

Checking Client r2d2 at site Live-Demo.
Here is what | found on Apr 10th between 12:00 AM to 9:57 PM

Error

ed Capacity N

2. Click DHCP Error to view the details. In the following example, you'll see that Marvis reports that a
specific client is facing DHCP failures 100 percent of the time.



MARVIS

&«

Client had DHCP failures 100% of the time on wireless LAN Mist_loT.
Site impact: This problem is client-specific. Most failures occurred on client r2d2.

Additional information listed below:

Failure Timeline |1 | [RENSUEENS=] Scope of Impact > | Recommendation >

You can investigate further by using the options displayed.
Scope of Impact

You can start by looking at the Scope of Impact that lists the successful and failed connection attempts.
You can use the drop-down list on the right to check whether the client is failing on one WLAN/AP or
multiple WLANSs/APs.

MARVIS

&«
Client had DHCP failures 100% of the time on wireless LAN Mist_loT.
Site impact: This problem is client-specific. Most failures occurred on client r2d2.
Additional information listed below:

Failure Timeline (31 | Client Insights |01 | OSTISIUTEIZEE  Recommendation >

Scope of Impact

MFailure I Success

oy

Live-Demo-NAC (@)
Minis-Demo |

NAC-demo-Thr

Guest Wi-Fi (@

Client Insights

You can also click Client Insights to view all the client-related events. You can click the DHCP Timed Out
event to view the details of the DHCP server where the DHCP requests are failing.
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' LIVE DEMO Change language (en)

Monitor | wrees | wres | wa r2d2 v | 12:00 AM Apr 10, 2024 — 9:57 PM Apr 10,2024 ~

r2d2

Live-Demo - 01 - Office - LD_MHMD

M Apr 10 - 9:57 PM Apr 10

12:00 A p (drag an area of interest to Zoom in)
1200 A acom oo ] oscofor 1zpor oo et oo sor
Total Bytes ata ate
w1 N
e L - \ ’ . . Py -t .
1 21/20(21 20 21/21 20 21 20|21 20 212220 2120|2120 21 21|20 21 20|21 20 21 21|20 21 20 21|21 20 21|20 21 20 21|21 20 21 20 21 20 212 21 21 10

8:30 PM - 8:40 PM Apr 10: 12.5 kB, 0.00 Mbps.

Client Events 1126 Total 1Good 1Neutral 1124 Bad 11,000 0f 1,126 > =
DHCP Timed Out®  LD_MHMD 9:57:19.680 PM Apr 10, 2024
AP LD_MHMD Number of Streams 1
DHCP Timed Out@®  LD_MHMD 9:56:15.680 PM Apr 10, 2024
DHCP Timed Out®  LD_MHVD 0,681 PM Apr 10, 2024 MAC Address 4abf8e:93:5e:39 Eend =@z
DHCP Timed Out®  LD_MHMD 5,682 PM Apr 10, 2024 BSSID d4:20:60:1:56:2a Failure Count 1
DHCP Timed Out®  LD_MHMD 00.681 PM Apr 10, 2024 RSSI -72dBm Transaction ID 2911265191
DHCP Timed Outl  LD_MHMD ssiD Mist_loT Description Failing DHCP DISCOVER from

4a-bf-8e-93-5e-39 on vlan 2
with Xid 2911265191

DHCP Timed Out@®  LD_MHMD Protocol 802.11ac

DHCP Timed Out@®  LD_MHMD 9:49:46.681 PM Channel 36

DHCP Timed Out®  LD_MHMD 2,680 PM Apr 10, 2024

You can download the dynamic packet capture for a specific event. Here's a sample packet capture for a
client that experienced a DHCP Timed Out event.

deO BliRE Qe=>=EF I Q& & & T
[ R

No. Time Source Destination Protocol  Lengtf  Info

1 2024-02-29 19:37:33.0753.. Apple_37:43:11 Mist_fc:5e:58 802... 112 Authentication, SN=939, FN=@, Flags=........ C

2 2024-02-29 19:37:35.2053.. 0.0. 255.255.255.255  DHCP 342 DHCP Discover - Transaction ID @x852d44aa
[ 3 2024-02-29 19:37:37.7214.. 255.255.255.255  DHCP 342 DHCP Discover - Transaction ID @x852d44aa

4 2024-02-29 19:37:48.4332.. 0.0.0.0 255.255.255.255  DHCP 342 DHCP Discover - Transaction ID @x852d44ab

5 2024-02-29 19:37:48.2431.. Apple_37:43:11 Mist_fc:5e:58 802... 112 Authentication, SN=1517, FN=0, Flags=........ C

Frame 2: 342 bytes on wire (2736 bits), 342 bytes captured (2736 bits) on interf: 0000 ff ff ff ff ff ff e0 92 5c 37 43 11 08 00 45 00
Ethernet IT, Src: Apple_37:43:11 (e0:92:5c:37:43:11), Dst: Broadcast (ff:ff:ff:f1 0010 01 48 a2 09 00 00 ff 11 18 9c 00 00 00 00 ff ff
Internet Protocol Version 4, Src: 0.0.0.0, Dst: 255.255.255.255 0020 ff ff 00 44 00 43 01 34 e8 de 01 01 06 00 85 2d
User Datagram Protocol, Src Port: 68, Dst Port: 67 fi] o o022 000000 20 09000 gnon a0 0900
Dynamic Host Configuration Protocol (Discover) 0050 0 00 00 00 00 G0 00 B0 00 00 00 80 00 00 00 00

Troubleshoot PSK Failures

Marvis detects preshared key (PSK) failures when a large number of clients fail to authenticate to a PSK
WLAN. A probable cause for this issue could be a recent PSK change that was not communicated to
users.

To troubleshoot PSK failures:
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1. In the Marvis conversational assistant window, enter tshoot followed by the MAC address or
hostname of the client. In the following example, you'll see that Marvis reports an authorization issue

due to an incorrect wireless password.

MARVIS L

tshoot everest in last 7 days

Hello, Kumar! I'm Marvis, your virtual network assistant.

Checking Client everest-4 at site Live-Demo.

Here is what | found on Mar 25th 12:00 AM to Apr 1st 10:53 PM:

Authorization Error
everest-4 failed due to incorrect WiFi password.

AP Restart >
The AP restarted 1 times due to upgrade. The AP is currently online.

Limited Capacity N
Due to wireless interference. O ©

+ |Message

2. Click Authorization Errors to view the details.

MARVIS

e

Client had authorization failures 20% of the time on wireless LAN Live_demo_do_not_remove.

Site impact: This problem is affecting a small number of clients. Most failures occurred on AP LD_MHMD.

Additional information listed below:

Failure Timeline |& Client Insights (& Scope of Impact > Recommendation >

Investigate further by using the options displayed.

Scope of Impact

You can start by looking at the Scope of Impact that lists the successful and failed connection attempts.
You can check whether the client is failing on one or multiple WLANSs.
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Site impact: This problem is affecting a small number of clients. Most failures occurred on AP LD_MHMD.

Additional information listed below:

Failure Timeline |E1 | Client Insights |50 | E<JIRIRTITIEES Recommendation -

Scope of Impact

M Failure 1 Success wilan v

vis o7 - QN
Live-Demo-NAC ()

[

l

Minis-Demo
test-orion

mac_Marvis_AP

Client Insights

You can click Client Insights to view all the events associated with the client. You can click the
authorization failure event to see the reason for the failure as shown in the following example.

Monitor [ wrees | wrea | wax Client everest + | | 12:00 AM Mar 25, 2024 — 10:53 PM Apr 1, 2024 ~

everest

Live-Demo - 01 - Office - LD_MHMD

12:00 AM Mar 25 - 10:53 PM Apr 1
26 Warzr Varze

ar 25
[] Total Bytes
o

99+ (99+95+ 4 99499+ 5 |

Client Events 10079 Total 605 Good 4766 Neutral 4708 Bad 141,000 010,079 > =
I Deauthentication
AP LD_MHMD Protocol 802.11ac
AP Deauthentication LD_MHMD 7:52:03.888 PM Apr 1, 2024
Authorization LD_MHMD 7:52:03.886 PM Apr 1, 2024 MAC Address 50:32:37:8:72:7e. Number of Streams 3
Failure 0
Last Association 4.0 sec ago Band 5GHz
Authorization LD_MHMD 7:51:59.373 PM Apr 1, 2024
Failure @ Reason 2 Description Reason code 2 "Previous
authentication no longer
Client LD_MHMD 7:51:59.372 PM Apr 1, 2024 =D EREREIEED valid" MIC Failure - possible
Deauthentication PSK mismatch(14).

I Troubleshoot RADIUS Authentication Failures

Clients might experience an 802.1x authentication failure when a RADIUS server is down or
unreachable.
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To troubleshoot RADIUS authentication failures:

1. In the Marvis conversational assistant window, enter tshoot followed by the name of the client. In
the following example, you'll see that Marvis detects 802.1x authentication failures in the network.

MARVIS >

Hello, Kumar! I'm Marvis, your virtual network assistant.

tshoot kputtaswamy
Troubleshooting kputtaswamy. Here is what | found on Apr 1st between 12:00 AM to 11:04 PM:

@juniper.net
™ Client Mac: 2a:e4:c9:91:1b:59 IP: 10.100.1.72 Site: Live-Demo

o E972F7724 ABC90723A

™ Client Mac: 8:4d:89:7b:60:e9 IP: 192.168.2.143 Site: Live-Demo P!

Troubleshoot Client _l@juniper,net
Checking

\@juniper.net. Here is what | found on Apr 1st between 12:00 AM to 11:04 PM:

Authorization Error >
‘@Jumper net failed due to 802.1x authentication failure. &

[ + Message ]

2. Click Authentication Error to view the details.

MARVIS
&

Client had authorization failures 100% of the time on wireless LAN Live-Demo-NAC.
Site impact: This problem is affecting a small number of clients. Most failures occurred on band 5 GHz.

Additional information listed below:

Failure Timeline |31 | Client Insights |3 | Scope of Impact > | Recommendation >

You can investigate further by using the options displayed.

Scope of Impact

You can start by looking at the Scope of Impact that lists the successful and failed connection attempts.
You can check whether the client is failing on one or multiple WLANS.
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MARVIS

e

Client had authorization failures 100% of the time on wireless LAN Live-Demo-NAC.
Site impact: This problem is affecting a small number of clients. Most failures occurred on band 5 GHz.

Additional information listed below:

Failure Timeline |5 | Client Insights [ | SIS E A Recommendation ->

Scope of Impact

M Failure 1 success

Mist_loT
Live-Demo-NAC
Minis-Demo
NAC-demo-1hr

NAC-demo-loT-PSK

Client Insights

You can click Client Insights to view all the events associated with the client. You can click the
authorization failure event to see the reason for the failure as shown in the following example.

Anonymous

Live-Demo

12:00 AM Apr 1-11:04 PM Apr 1
iz ) GaoR e fEoofn EL froFn )
[] Total Bytes Data Rate

2.7 10 2 6 8 |6 23 12 12 4 49

i

Client Events  118Total 0Good 61 Neutral 57Bad

AP LD_APEng Protocol 802.11ax
AP Deauthentication LD_APEng £:10:57.107 PM 2024
Authorization LD_APENg 8:10:57.102 PM Apr 1, 2024 MAC Address. 2a:e4:¢9:91:1b:59 Number of Streams 2
Failure®
Last Association 81 sec ago Band 5GHz
AP Deauthentication LD_RS_Support £:10:19.291 PM Apr 1, 2024
Reason 2 Description Reason code 2 "Previous
Authorization LD_RS_Support 810:19.284 PM Apr 1,2024 authentication no longer
Failure' BSSID ac2316:¢3F95 valid" 802.1x Auth Fail(23).
icati M Apr 1,2024
AP Deauthentication LD_Conf2 P ) SR Channel 136
Authorization LD_Conf2 1 PM Apr 1,2024
Auhorizaio X s e Demec T ngpe
Authorization LD_Conf2 7:43:57.644 PM Apr 1,2024
Failure

You can download the dynamic packet capture for a specific event. Here's a sample packet capture:



o0 e Ml 9fca9cca-f09e-11ee-9799-cd3¢c97fc004d.pcap

AN @ mT R ResxzgesE aqarl

-+
No. Time Source Destination Protocol ' Lengtt Info
1 2024-04-01 20:09:35.938431000 2a:e4:c9:91:1b:59 Mist_fc:3f:95 802.11 112 Authentication, SN=1332, FN=0, Flags=........ C
2 2024-04-01 20:09:35.938614000 Mist_fc:3f:95 2a:e4:c9:91:1b:59 802.11 73 Authentication, SN=@, FN=0, Flags=........
3 2024-04-01 20:09:35.940647000 2a:e4:c9:91:1b:59 Mist_fc:3f:95 802.11 277 Reassociation Request, SN=1333, FN=0, Flags=........ C
4 2024-04-01 20:09:35.948511000 Mist_fc:3f:95 2a:e4:c9:91:1b:59 802.11 258 Reassociation Response, SN=0, FN=0, Flags=........
5 2024-04-01 20:09:35.953550000 Mist_fc:3f:95 2a:e4:c9:91:1b:59 EAP 86 Request, Identity
6 2024-04-01 20:09:36.873954000 Gifa_@a:3f:lc Broadcast ARP 103 Who has 10.220.220.1? Tell 10.220.220.200
7 2024-04-01 20:09:38.962979000 Mist_fc:3f:95 2a:e4:¢9:91:1b:59 EAP 86 Request, Identity
8 2024-04-01 20:09:44.970594000 Mist_fc:3f:95 2a:e4:c9:91:1b:59 EAP 86 Request, Identity
9 2024-04-01 20:09:56.993310000 Mist_fc:3f:95 2a:e: 159 EAP 86 Request, Identity
10 2024-04-01 20:10:17.033301000 Mist_fc:3f:95 2a:e: 159 EAP 86 Request, Identity
11 2024-04-01 20:10:37.065300000 Mist_fc:3f:95 2a:e: 159 EAP 86 Request, Identity
12 2024-04-01 20:10:57.106117000 Mist_fc:3f:95 2a:e4:¢9:91:1b:59 802.11 69 Deauthentication, SN=0, FN=0, Flags=........
Frame 7: 86 bytes on wire (688 bits), 86 bytes captured (688 bits) on interface unknown, id @ 00 00 2b 00 6T 08 00 O
Radiotap Header v@, Length 43 8a 12 00 00 00 00 00 00
802.11 radio information gg gg g? ig ég gg gg ?g
IEEE 802.11 QoS Data, Flags: ......F. 95 10 00 05 00 aa aa 03
Logical-Link Control 05 01 57 00 05 01
802.1X Authentication
Version: 802.1X-2004 (2)
Type: EAP Packet (@)
Length: 5
Extensible Authentication Protocol
Code: Request (1)
Id: 87
Length: 5
Type: Identity (1)
O 7 9fcagcea-f09e-11ee-9799-cd3co7fc004d.peap Packets: 12 - Displayed: 12 (100.0%) Profile: Default

Troubleshoot a Device or Site by Using APlIs

You can use the troubleshoot API to troubleshoot devices and sites from an external portal. Devices that
you can troubleshoot include clients (wired and wireless), access points (APs), switches, and WAN Edges.
You can also use the APIs to troubleshoot sites for wired, wireless, and WAN issues.

To use the Marvis APIs, you must have:
¢ A valid observer API token.
e Marvis subscription at the organization level.
e MAC address of the device (if you want to troubleshoot a device)
e Site ID or site name (if you want to troubleshoot a site)
Here are the details of the API queries:
¢ To troubleshoot a device:
GET /api/v1/orgs/:org_id/troubleshoot?mac=:device_mac

If you know the hostname or username of the device, use the search API (/clients/search or /devices/
search) to get the MAC address.



You can also include the site_id option if you want the troubleshoot response to be fetched for a
device in a specific site. Include the start and end options if you want the troubleshoot response for a
specific duration.

¢ To troubleshoot a site:
GET /api/v1/orgs/:org_id/troubleshoot?site_id=:siteid

You can also include the type option if you want the troubleshoot response to be fetched for a
specific network issue—wired, WAN, or wireless. Note that the default type is wireless. If you have
only a WAN or wired deployment, then ensure that you specify the type. Include the start and end
options if you want the troubleshoot response for a specific duration.

The API query fetches a text-based response containing the problem category, reason, description, and
recommendation (if applicable). Here are some sample results:

e Troubleshoot a device (wireless client)

https:/api.mist.com/api/v1/orgs/9777c1a0-6ef6-11e6-8bbf-02e208b2d34f/troubleshoot?
mac=50:xx:Xx:Xx:xx:c2

<« C (2 api.mist.com/apifvi/orgs/9777c1a0-6ef6-11e6-8bbf-02e208b2d34f{troublest c2 Q ff) n) a

J Subscription Cha. o AlB

o REST framework kswamy@mistsys.com

Create Org ' Get Update Delete Org / Get Troubleshoot

Get Troubleshoot =

GET /api/vl/orgs/9777cla@-6ef6-11e6-8bbf-02e208b2d34f/troubleshoot’mac=50 c2

HTTP 200 0K

Allow: OPTIONS, GET
Content-Type: application/json
Vary: Accept

"results"

"category": "Client"
“reason”: "Sticky Client"
"text": "The client exhibited sticky behavior. Client experienced poor roaming 72% of the time."

"site_id": "978c4B8e6-6ef6-11e6-8bbf-02e208b2d34f"

“category": "Connectivity"

"reason”: "Limited Capacity"

“text": "Due to wireless interference. Client experienced limited RF capacity 58% of the time."
“site_id": "978c4Be6-6ef6-11e6-8bbf-02e208b2d34"

“start": 1702264184,
“end": 1702350584
¢ Troubleshoot a device (wired client)

https://api.mist.com/api/v1/orgs/9777c1a0-6ef6-11e6-8bbf-02e208b2d34f/troubleshoot?
mMac=3C:XX:XX:XX:XX:46
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€ C (% api.mist.com/api/vi/orgs/9777c1a0-6ef6-11e6-8bbf-02e208b2d34f/troubleshoot?mac=3c:6 6 @ ﬁ) o O o0

J subscription Cha... [ ANl Bookm

kswamy@mistsys.com

Create Org ' Get Update Delete Org / Get Troubleshoot

Get Troubleshoot E3 EE

GET /api/v1/orgs/9777c1ad-6ef6-11e6-8bbf-02e208b2d34f/troubleshoot ?mac=3i 7:46

HTTP 200 0K

Allow: OPTIONS, GET
Content-Type: application/json
Vary: Accept

"results":
“category": “Connectivity"

“reason": “"Latency"

“text": "Due to high latency on interfaces(s). The switch ld-cup-idf-bb experienced high latency on ge-8//17. Longest consecutive latency was e
“site_id": "978c4Be6-6ef6-11e6-8bbf-026208b2d34f"

"start": 1702264366
“end": 1702350766

Troubleshoot a site (wireless)

https:/api.mist.com/api/v1/orgs/9777c1a0-6ef6-11e6-8bbf-02e208b2d34f/troubleshoot?
site_id=978c48e6-6ef6-11e6-8bbf-02e208b2d34f

< C (=5 api.mist.com/api/vl/orgs/9777¢c1a0-6ef6-11e6-8bbf-02e208b2d34f/troubleshoot?site_id=078c48e6-6ef6-11e6-8bbf-02e208b2d34f a ﬁ) 08 0 0

J Subscription Cha., [ All Bookmi

kswamy@mistsys.com

Create Org / Get Update Delete Org ' Get Troubleshoot

Get Troubleshoot [orrows Jf cer -

GET /api/vl/orgs/9777clad-6ef6-11e6-8bbf-02e208b2d34f/troubleshoot?site_id=978c48e6-6ef6-11e6-8bbf-02€208b2d34f

HTTP 200 OK
Allow: OPTIONS, GET
Content-Type: application/json

Vary: Accept
“results"
"category": "Connectivity"
"reason Wifi Interference",
"text": "Clients in the site experienced limited RF capacity 66% of the time. Most of the failures occurred on AP LD_DataScience and SSID Live_dt

"recommendation": "1. Make use of radio management for automatic channel, power allocation. 2. Lower the minimum power configured in radio manage
"site_id": "978c48e6-6ef6-11e6-8bbf-02e208b2d34f"

"start": 1702264527
“end": 1702350927
Troubleshoot a site (wired)

https:/api.mist.com/api/v1/orgs/9777c1a0-6ef6-11e6-8bbf-02e208b2d34f/troubleshoot?
site_id=978c48e6-6ef6-11e6-8bbf-02e208b2d34f&type=wired
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Get Troubleshoot

GET /api/vl/orgs/9777cla®-6ef6-11le6-8bbf-02e208b2d34f/troubleshoot?site_id=978c48e6-6ef6-11e6-8bbf-02e208b2d34fitype-wired

HTTP 200 0K

Allow: GET, OPTIONS
Content-Type: application/ison
Vary: Accept

“results"

"Client",

'Authentication®,

Switches in the site experienced authentication failures 33% of time Most of the failures occurred on vlan NA and switch ld-cup-idf-d-de
“site_id": "978c4Be6-6ef6-11e6-8bbf-02e208b2d34f"

“start": 1702264690
“end": 1702351090

e Troubleshoot a site (WAN)

https://api.mist.com/api/v1/orgs/9777c1a0-6ef6-11e6-8bbf-02e208b2d34f/troubleshoot?
site_id=978c48e6-6ef6-11e6-8bbf-02e208b2d34f&type=wan

€ [} (. api.mist.com/apifvijorgs/9777¢ 16-11e6-8bbf-0 i 7site_id=978¢ i bbf: Q 1&) o O o

J Subscription Cha... [ AllBa
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Create Org ' Get Update Delete Org ' Get Troubleshoot

Get Troubleshoot [ oerovs J cer -]

GET /api/vl/orgs/9777clad-6ef6-11e6-8bbf-02e208b2d34f/troubleshoot?site_id-978c4Be6-6ef6-11e6-8bbf-02e208b2d34 fitype-wan

HTTP 200 0K

Allow: GET, OPTIONS
Content-Type: application/json
Vary: Accept

"results"”
“category": "Device Health",
“reason": "Gateway Disconnect”,

“text": "Gateways in the site were disconnected from cloud for a total 24% of time Most of the failures occurred on gateway 55R-Test device and «
"site_id": "978c48e6-6ef6-11e6-8bbf-02e208b2d34f"

"start": 1702264744
“end": 1702351144

You can view the APl documentation at https:/api.mist.com/api/v1/docs/Org#troubleshoot.


https://api.mist.com/api/v1/docs/Org#troubleshoot
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